
NRL Report 8035

A Survey of Packet Switching Techniques
for Broadcast Media

CONSTANCE L. HEITMEYER, JOSEPH H. KULLBACK,
AND JOHN E. SHORE

Information Systems Staff
Communication Sciences Division

October 12, 1976

I

I'
F
p.W.- 

NAVAL RESEARCH LABORATORY
Washington, D.C.

Approved for public release; distribution unlimited.

I-

r-i=



SECURITY CLASSIFICATION OF THIS PAGE (When Dats Entered)

REPORT DOCUMENTATION PAGE ~READ INSTRUCTIONS
REPORT DOCUMENTATION PAGE BEFORE COMPLETING CORM l

I. REPORT NUMBER 2 GOVT ACCESSION NO. 3. RECIPIENT'S CATALOG NUMBER

NRL Report 8035 j
4. TITLE (and Subttte) 5. TYPE OF REPORT A, PERIOD COVERED

A SURVEY OF PACKET SWITCAING TECHNIQUESn interim report on a continuing
FOR BROADCAST MEDIA NRL Problem.

6. PERFORMING ORG. REPORT NUMBER

7. AUTHOR(s) a. CONTRACT OR GRANT NUMBER(s) . I

Constance L. Heitmeyer, Joseph H. Kullback, John E. Shore

iS. PERFORMING ORGANIZATION NAME AND ADDRESS 10. PROGRAM ELEMENT, PROJECT, TASK
AREA 4 WORK UNIT NUMBERS

Naval Research Laboratory Program Element 65866N
Washington, D. C. 20375 Project Number XCC59

j NRL Problem flU±-0 b_
11. CONTROLLING OFFICE NAME AND ADORESS 12. REPORT DATE
Department of Defense October 12, 1976
Naval Electronics Systems Command 13. NUMBER OF PAGES

Washington, D.C. 20360 _6 C8t
14. MONITORING AGENCY NAME & ADDREss(iI different from Controlling Office) is. SECURITY CLASS. (of this report)

Unclassified

IS-. DECLASSIFICATION/OOWNGRADING
SCHEDULE

IS. DISTRIBUTION STATEMENT (of this Report)

Approved for public release; distribtLtion unlimited.

17. DISTRI BUTION STATEMENT (of the abstract nteredin Block 20, if different from Report)J

[9. KEY WORDS (Continue on reverse aide if neceesr" ad fderittiv by blck nunber
Channel management Demand access
Packet switching Broadcast channels
Satellite channels
Statistical multiplexing

20.~~~~~~~~~~anc~ eAySRC Cejnotunentxl t'yrs bloc s nw _ trar) . . I 

To utilize communications channels effectively, appropriate channel management schemes
must be implemented. The Navy is considering several alternative multiplexing techniques for the
future Naval Telecommunications System. This report surveys a number of recently proposed
techniques, called packet switching techniques, that have been designed to multiplex broadcast
rad ~io chanels. Included in the report are several random access techniques such as pure and
slotted ALOHA, as well as a number of packet reservation schemes. We describe how each tech-
nique works and report the results of analytic and simulation studies of the technique's

DD IJAN 73 1473 EDITION OF I NOV 65 IS OBSOLETE E

S/N 0102-014-6601

I

SECURITY CLASSIFICATION OF THIS PAGE 'Iflen Datri ntereai)

.



.UU1JIjTY CLASSIFIC(. TOI OF THIS PAGE!Wje,, Dats Enitred

20

performance. Some preliminary conclusions are stated. A subsequent report will discuss the attrac-
tiveness of these techniques for future Naval communications systems.
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A SURVEY OF PACKET SWITCHING TECHNIQUES FOR i .
BROADCAST MEDIA

1.0 INTRODUCTION

Future Naval communications systems will use satellite channels extensively. Appro-
priate channel management techniques must be implemented to utilize these channels
effectively. Circuit switching, in which the channel is dedicated to a particular conversa-
tion until that conversation is terminated, is a channel management technique under seri-
ous consideration by the Navy. One possible alternative to circuit switching is packet
switching, which has been developed over the past few years as an alternative technology
to circuit switching for computer communications applications. The purpose of this report
is to survey those packet switching techniques that are suitable for radio channels. A sub-
sequent report will analyze the attractiveness of these techniques for use in Naval commu-
nications systems.

IIl Otiliul 2 we mIelI-ntloI UtIeIly Els VtUlUUS IecCLhniqUes UIUL haive beenI PrEUkUbU Jil
allocating channels in a multi-access communications system. We then concentrate on
packet switching techniques and review the major considerations that led to their develop-
ment. In Section 3 we distinguish between point-to-point channels and radio channels and
introduce a class of packet switching techniques whose development was stimulated. by:E
the special capabilities of radio channels. Section 3 also includes a brief summary of each
technique and introduces the terminology that will prevail throughout the rest of the. re-
port. Sections 4-12 contain more detailed discussions of the techniques.* For each tech-
nique, we include a description of the channel management algorithm and a summary of
what iJ abnoutn h+ +t1he chnnicu's perform...r-nc. -o On .Inl -o _ lr -tc. .
Finally, in Section 13, we state some preliminary conclusions concerning the possible
utility to the Navy of the various packet switching techniques. A more detailed analysis
of this question win be the subject of a subsequent report.

Readers not interested in the details of the various channel management algorithms
and their performance may find it helpful to skim or omit Sections 4-12.

2,0 CHANNEL MANAGEMENT FOR. MTIrTT-ACF.RS SVRTVMS

There have been many techniques proposed to handle the problem of how to allo-
cate a communications channel when there are competing demands for service among the
users. One alternative already mentioned is circuit switching. Another is to use a conven-
tional fixed orthogonal multiplexing scheme such as Time-Division Multiple-Access

*Several of the techniques described are also discussed by Kleinrock [Kleinrock, 1976].

Manuscript submitted July 7, 1976.
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HEITMEYER, KULLEACK AND SHORE

(TDMA) or Frequency-Division Multiple-Access (FDM A). Under such a scheme, each user
in the network is assigned a fixed portion of the channel. When a user is idle, however,
his portion of the channel cannot be used by other stations with traffic; this results in
wVJt. tll Luapacty MLoVeC, 1Ikef tirUuiF-SAW ittiu 0y Sb S, buchl WLtChLLi4Uts SYe
especially inefficient when the traffic from each user is short and bursty.

To overcome this problem, techniques have been developed that attempt to perform
"statistical load averaging" of the user traffic onto the common access channel. The con-
cept of statistical load averaging is that by assigning the channel dynamically on the basis
of user needs, the channel capacity required may be much less than when the channels
are dedicated and not shared. The fundamental procedure is to switch the communica-
tions channel from user A to user B when A is idle and B has something to transmit.

t1174± lal tyjJC 4 L-U. jJL-UCt4-_ Cal, I V.- AD -AW U.-A X110 -11V ai. -c30 1J- VYlk-A 11~ a -1 'jas c

to transmit. One example of such a technique is a polling system [Konheim, 1974].
Another is packet switching.

Historically, packet switching was developed as an alternative to circuit switching in
computer communications systems. In computer communications, the traffic is typically
"bursty"; i.e., the ratio of the peak data rate to the average data rate is very large. Given
the bursty nature of the traffic, dedicating a circuit-switched channel for an entire com-
puter session represents very wasteful usage of a communications resource. An alternative
ic -in nc+nhlich a 4hannnl3 alrted? HMO a mmoacam ic nvhnano"d hof'woon A r'nyltnll+or Andl f

terminal. However, the disadvantage of using circuit switching in this manner is that the
connection or setup times can be prohibitively long for short, interactive messages. In a
packet switched system, messages are packaged into one or more fixed-length units of
information called packets.* In addition to data bits, each packet has a header w iieh
contains control information, i.e., source address, destination address, sequence r umber,
etc.t Moreover, each packet may also include a number of parity bits for the purposes of
error detection.

An imnnl-Pan+ rlk--n.finn hoI-'iron npacket-s andi mtssaget shniild ha ntodeal While Megq
sages are units of information recognized by users of the network and hence may be of
variable length, packets are meaningful only within the network. Because each packet
contains its own control information, there are no lengthy connection or setup times in
packet-switched systems. Thus, packet switching makes efficient use of the communica-
tions channel when messages are short. Moreover, because the communications channel is
dedicated to packets, not conversations, the channel can be used to support other conver-
sations when a given conversation is inactive. Thus, packet switching makes efficient use
of the communications channel when messages are bursty [Metcalfe, 19731.

Early development of packet switching concepts was based on the assumption of
point-to-point communications media. In a network based on point-to-point media, as the
number of nodes increases, it becomes economically infeasible to provide a fully connected

*'While this report is concerned with fixed-length packets, packets of variable length have been investi-
gated elsewhere. For example, see [Ferguson, 19751,.

tThe term "Packet" is also used later in the report to refer to blocks which contain only data and no
control information, in this section, we have adopted a more restrictive definition of the term in order
LU rUuiltrust packet sWItIeIUwit W11t1 Vlt1 IUJalIUIX vRadttitti.
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network topology. Thus, partially connected networks such as the Advanced Research
Projects Agency (ARPA) Network, which uses store-and-forward techniques, were de-
signed and implemented. In the design of a store-and-forward network, however, complex
problems arise with respect to network topologies, line capacities, and routing strategies.

3.0 PACKET SWITCHING FOR BROADCAST NETWORKS

In contrast to pointL-topomt channels, radio channels (bothL satellit- L ot in.o
radio channels) have two important capabilities: a broadcast capability and a multi-access
capability [Lam, 1974]. The application of packet switching concepts to radio channels,
with their special capabilities, has led to the development of several new channel manage-.
ment schemes which are the subject of this report.

The broadcast capability of a radio channel derives from the fact that a signal gen-
erated by a radio transmitter may be received over a wide area by any number of re-
ceivers. The multi-access capability of a radio channel is that any number of users may
transmit over the same channel. Hence, in the case of a ground radio channel, all users
within line-of-sight of one another form a network that is completely connected, inde-
pendent of the number of users. A similar situation exists with a satellite channel. A
satellite transponder in geosynchronous orbit with the earth is a radio repeater. A signal
transmitted at one frequency by a user station is received by the transponder and trans
mitted back to earth at another frequency. All of the user stations covered by the trs-
ponder beam make up a fully connected network.

A communications network in which all users share a broadcast channel is referred
to as a broadcast network. Note that the fully connected network provided by a radio
channel eliminates complex network topological problems; moreover, there is no need for
complicated routing strategies, such as those required in a store-and-forward network like
the ARPA Network.

The two types of broadcast media of interest in this report, satellite and ground
radio channels, have a significant distinction in terms of propagation delay. For a satellite
in geosynchronous orbit, the round-trip propagation delay of a transmitted signal is ap-
proximately 0.27 s, but the delay of a signal transmitted over a ground radio channel is
much shorter, on the order of microseconds.

3.1 The ALOHA System

In 1970, Abramson proposed a novel multiplexing technique [Abramson, 19701
which has become known as ALOHA random access. It is this ALOHA protocol that is
the forerunner of the various techniques described in this report Under the technique, a
user with a data packet simply transmits it into the channel, completely unsynchronized
with the transmissions of other users. The University of Hawaii's ALOHA System [Abram-
c n 1 0Q v2- h fi 1O7Kh1 AonnlnnoA aAA Al-n--w-,,+-., 0 -.A rd-I-. _t
WJLsi V J, Vf-L-Ad-t. - V I JLJJ

7
Abe CLV/umL* t. LSCLULU44SO'.I 0s. '4VXCD, CLt U JaklJm.OU II .VYU

that is based on the pure ALOHA multiplexing technique.

In the ALOHA System, all users are terminals transmitting data to a central computer
at the University of Hawaii; the terminals share a common UHF radio channel. A second

3
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UHF channel is used by the central computer to transmit data and acknowledgments back
to the terminals. Each terminal has buffer space for exactly one packet. As stated above,
under the random access protocol, a terminal with a ready packet simply transmits into
the ciommon access channel. Tne terminal then initiates a time-out and waits for an ac-
knowledgment from the central computer indicating correct receipt of the packet. If, at
the expiration of the time-out, an acknowledgment has not been received, the terminal
retransmits the packet. This process continues until the packet is correctly received by
the central computer and an acknowledgment is received by the terminal, or until the
process is stopped by the terminal.

Given the unsynchronized mode of channel access, it is possible for two or more
packet transmissions to overlap in time and thus collide, destroying one another. This is

Lte. tc4 at ± U Vle Ier4tr ' sitr; tyeanis o a ±autasy t~cha sIu in at 'east Unon VAE j1a..keAns.
In this case, no acknowledgments are sent, and the terminals whose packets collided
automatically retransmit the packets.

An important parameter in the design of an ALOHA system is the retransmission
interval. If all stations that suffer a transmission conflict wait an equal amount of time
before retransmitting, their transmissions will, with certainty, conflict again. Hence, it is
necessary to vary the length of the retransmission interval used by each of the trans-
mitting stations. In the University of Hawaii implementation, each terminal is assigned a
a:.ULAU .1U ui1I.j5AU . i uti LL4tQ .A &)0 ._ tSW IIUL&L. IAi ._3AULJ1JAl 4IA

quite large, however, such a scheme may be impractical, since those stations with large
retransmission intervals will consistently experience longer delays.

An alternative policy is to use randomized retransmission delays. Each time a packet
retransmission is required, the terminal involved chooses the retransmission delay from
some probability distribution.

.9 In0 fl.rC.--- Id fl .- ja-bed flA,4 XT&tIAjS ~SAII~4LU U 4~l~1MLtJC nau.ttt-Lal 1NOLfKfi

The goal of packet-switched systems such as ALOHA is to provide better channel
utilization than that possible under alternative multiplexing schemes and, at the same
time, to minimize transmission delay. Hence, performance evaluation of these systems is
based on two performance measures, channel capacity and packet delay.

3.2.1 Channel Capacity

Given fixed-length packets, the packet transmission time T is determined by the
channel transmission rate. The channel input rate S is defined as the average number of
new packets generated per transmission interval T. Under steady state conditions, S is
also equal to the channel throughput rate. If Smax is the maximum achievable value of
3, then Sm., represents the channel capacity. If it were possible to perfectly schedule
packets for transmission on the channel so that no gaps or overlaps existed, a channel
capacity of one packet per transmission interval would be achievable; thus Sma, is also
referred to as the channel utilization. Note that because of the interference problem in
the random access schemes, the channel capacity of such schemes is always less than one.

4



NRL REPORT 8035

The actual traffic on the channel consists of both newly generated packets as well as
retransmissions of previously collided packets. Let 0 represent the average number of
packets per transmission interval from both sources. Then, G is called the average channel
traffic. Note that the ratio S/G is the probability of a successful packet transmission..'

3.2.2 Packet Delay

Another performance measure of interest in an ALOHA system is the average delay
incurred by a packet before successful transmission. The delay is a function of two param-
eters; one is the average number of times a packet requires retransmission, while the
second is the average retransmission delay.

3.2.3 The Problem of Instability and Saturation

Unfortunately, an ALOHA channel is vulnerable to unstable behavior and channel
saturation. A channel operated in ALOHA mode stays in a quasi-stationarv state for a
finite time, until stochastic fluctuations produce an increase in the traffic rate. This in-
creased traffic rate causes an increase in packet collisions which in turn produces an even
higher traffic rate. This vicious cycle continues until the channel is filled with retrans-
missions and packet collisions, and the channel throughput approaches zero. At this stage,
the channel is said to be saturated.

3.3 Other ALOHA Random Access Schemes

A number of variations of pure ALOHA have been proposed. Several of these-
slotted ALOHA, slotted ALOHA with dynamic channel control, and Carrier Sense-are
briefly described in this section with a more detailed discussion of each of these tech-
niques to follow in Sections 4-7. All of these schemes have been designed to handle
traffic consisting of one-packet messages.

3.3.1 Slotted ALOHA Random Access

Recall that in a pure A T.flH A rhnnnol all packe+ +transissions are completely unsyn
chronized. Given a packet transmission time of T seconds, a given packet is vulnerable to
collisions for a period of 2T seconds. If channel time is divided into contiguous intervals
of length T, and if each packet transmission is required to coincide with 'an interval, the
vulnerable time for a packet can be reduced to T seconds. A protocol identical to pure
ALOHA, but with transmissions constrained in this manner, is called slotted ALOHA
random access [Kleinrock and Lam, 1973]. The channel capacity of a slotted ALOHA
channel is twice that of pure ALOHA, but this increase in channel capacity is realized at
the cost of providing a global clock for synchronization.

3.3.2 Slotted ALOHA with Dynamic Control Procedures

Both the pure ALOHA and slotted ALOHA techniques are vulnerable to unstable
behavior and saturation. To deal with the instability problem under temporary overload
conditions, the use of dynamic control procedures [Lam, 19741 has been proposed.

5
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These require each user to take action to prevent channel saturation. The broadcast
nature of the communications channel permits all users to monitor the state of the chan-
nel. When the number of users with backlogged packets (i.e., packets that have suffered
a collision) exceeds a given threshold, each user is required to take action to reduce the
channel traffic rate and thereby prevent saturation.

3s.a3 Carrier Sense Multiple Access

The Cariler Sense technique tTobagi4 1974] takes advantage of the broadcast nature
of a radio channel to reduce the probability of a packet collision. A user with a packet
to transmit first listens or "senses" the channel to determine whether another user's car-
rier is present. If such a carrier is present, the channel is assumed to be busy, and the
user with the ready packet delays transmission until the channel is idle (i.e., no carrier is
sensed). Using one of the Carrier Sense protocols, channel utilization of approximately
80% is possible. Unlike the other techniques discussed in the report, which apply to both
satellite and ground radio channels, the use of Carrier Sense is most appropriate with
ground radio systems.

3.4 Reservation Techniques

While the ALOHA techniques described above are most applicable to traffic com-
posed of one-packet messages, a number of techniques called reservation schemes have
been developed for traffic that contains a significant portion of multi-packet messages.
Rather than make an access request for each packet, one request is made per message,
Where a message consists of one or more packets. Several reservation schemes are noted
in this section. A more detailed discussion of each of these techniques can be found in
Sections 8-12.

3.4.1 Roberts' Reservation

Under this protocol tRoberts, 1973]) the channel is divided into two subchannels;
one, operated in slotted ALOHA mode, is for reservation requests while the other,
nnPrntbfA i a dedicratedr rnrlp is foxr ata nsrckf.-s The rwnoruvatinn rPn1infst are for the
data packet slots. Because of the broadcast nature of the channel) all users can hear the
successful requests for data slots. (Since the requests are made in slotted ALOHA mode,
there will be some collisions, and hence not all requests will be transmitted successfully.)
Based on the reservations made by other users and its own successful requests, a given
user can schedule the transmission of its packets on the data channel.

&4.2 Split Cha;svnel Reservation Multiple Access

This technique [Tobagi, 1974] is similar to the previous one in that the channel is
split into two subchannels, one for control information and one for data. The control
channel is accessed in random access mode; pure ALOHA, slotted ALOHA, and Carrier
Sense are al alternative schemes for handling this channel. This technique differs from
Roberts' Reservation in that there exists a central station which controls allocation of
the data channel; in Roberts' scheme, control is distributed among all users. Under Split

6
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Channel Reservation, a user with data sends a transmission request via the control chan-
nel to the central station. The central station then reserves the data channel for the re-
questing user and tells the user when to begin transmission of the data.

3.4.3 Reservation-ALOHA

This technique [Crowther, 1973] is based on a slotted ALOHA channel. In addition,
a fixed number of slots are grouped together to form a frame; this imposes a periodicity
on the slots similar to that in TDMA. However, unlike TDMA, in Reservation-ALOHA
no slot is permanently assigned to a user. This protocol is dependent on the broadcast
nature of the channel, which permits all users to monitor channel activity. A user with
traffic transmits a packet into a slot which was emtpy in the previous frame. If the trans-
mission is successful (i.e., does not collide with another user's attempted transmission),
the user "owns" that slot for as long as it has packets to transmit. Thus, once a user
gains access to a particular slot in a frame, no other user may transmit in the correspond-
ing slot in subsequent frames until the owner relinquishes the slot by ceasing to transmit.

3.4.4 Round Robin Reservation

This access technique [Binder, 1975a], like the previous one, uses a slotted channel
with a frame structure. In addition. each user is p.UL .sined a patil 1 slot
in each frame. Thus, the basis of the protocol is a fixed TDMA structure. Moreover, a
second feature is included permitting other users to transmit in slots which belong to
a user who currently has no traffic to send. This is accomplished by using a distributed
queue, whose contents are known to all users due to the broadcast nature of the channel.
Neither a central control station nor a separate control channel is needed; the necessary
control information is carried as part of each packet's overhead. This multiplexing tech-
nique combines the basic fairness and stability of fixed TDMA with the dynamic capa-
bility of the ALOHA schemes.

3.4.5 Conflict Free Multiple Access

This multiplexing technique [Hwa, 1975], very similar to the Round Robin scheme,
uses a fixed TDMA structure with a control mechanism somewhat different from Round
Robin to dynamically allocate currently available slots. As the name implies, under this
protocol, no conflicts are ever generated.

3.5 General Remarks

Starting with pure ALOHA and moving on to the subsequent schemes, the reader
should note that the latter schemes have been designed to overcome the two serious dis-
advantages (for some applications) of pure ALOHA; i.e., the low channel capacity and the
vulnerability to unstable behavior. The newer techniques attempt to minimize collisions
and control stability at the expense of channel management algorithms that are more
complicated than those of pure ALOHA and, therefore, more expensive to implement.

Each of the foregoing techniques is reviewed in more detail in the following sections.
The presentation for each technique consists of a description of how the technique

7

W



HEITMEYER, KULLBACK AND SHORE

works, a summary of the available mathematical analysis, a description of simulation re-
sults, and a concluding discussion. We have attempted to keep each presentation reason-
ably self-contained. This leads to some redundancy.

The material presented in the next sections does not cover every packet switching
technique that has been proposed for broadcast media, nor have we included all analytic
and simulation results for those techniques included in the report. Our goal instead has
heen to present material that is repnresPntntive of this cagss of techniques so asr to prnvide
insight into what can and what cannot be done with such procedures. Further details on
each technique can be found in the references cited.

4.0 PURE ALOHA RANDOM ACCESS

4.1 Description

The application of packet switching concepts to broadcast communications media
led in 1970 to the development of the technique known as pure ALOHA random access.
First described [Abramson, 1970] by Dr. Norman Abramson of the University of Hawaii,
this scheme is designed to permit a large number of stations to communicate via a single
ground radio channel. However, as Abramson IAbramson, 1973a] and others have indi-
cated, this technique and variations of it are also attractive for multiplexing a satellite
channel.

Under pure ALOHA, information is transmitted in the form of packets; typically.
each packet has a fixed length. The ALOHA technique allows several stations to share a
single communications channel. However, there is no central control over the channel, nor
is there any synchronization among the stations which share it. Channel access is gained
on a contention basis. If a station has traffic, the station transmits immediately, without
any coordination with the other stations; moreover, rather than use only a part of the
channel capacity, the station utilizes all of the available bandwidth. If, during the packet
transmission time, no other stations transmit, the transmission is successful* If, however,
two or more stations attempt transmission at the same time, none of the transmissions
succeeds, and each station must retransmit at some future time. See Figure 4.1 for an
example of how pure ALOHA works.

There are two ways to detect the success or failure of a transmitted packet. One way
is to design each station so that it can hear its own transmission; if the transmitting sta-
tion receives its own packet correctly, it assumes that no conflict with other packets
occurred, and hence, that the packet transmission was successful. An alternative scheme1
based on the use of positive acknowledgments, is used in the implementation of random
access ALOHA at the University of Hawaii. A station, upon transmission of a packet,
initiates a time-out: if. at the expiration of the time-out. no acknowledgment is received
from the station to which the packet was sent, the originating station retransmits the
packet. (In the Hawaii implementation, acknowledgments are sent over a second broad-
cast channel.)

*We are ignoring random noise errors.
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Fig. 4.1-Pure ALOHA Random Access: an example
[Abramson, 1973b, p. 510]*

*This notation is used to indicate the source for a given
figure.

An important parameter in the design of a pure ALOHA system is the retransmission
interval. In the University of Hawaii implementation, each station is assigned a fixed but
unique retransmission interval. If the number of stations is quite large, such a scheme
may be impractical, since those stations with large retransmission intervals will consistently
experience longer delays. A- Liternative is for each statin 4-t rrAnrin thie lnnth n-f +ha

retransmission interval each time a packet transmission is required.

4.2 Analysis

The model of station traffic assumed in the analysis of the pure ALOHA technique
is called the infinite population model, which consists of a large number of "small" users.
A small user is defined as one whose average data rate is small relative to the channel
transmission rntp The cnmbined innit. Af all users cnnstitutes the input source tn the
communications channel. In our review of the analysis, it is useful to distinguish between
two kinds of packets: a) "new" packets, and b) "repetitions" or retransmissions of pack-
ets which suffered a collision.

Consider S, the average rate at which the input source generates new packets, and
G, the average rate at which both new packets and repetitions are transmitted over the
channel. G is called the average channel traffic. The following assumptions are made about
the channel input process and the channel traffic process:

(a) Each is an independent process.

(b) Each is Poisson-distributed.

(c) Each has a stationary probability distribution.

9
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We define the channel throughput rate as the rate at which successful packet transmissions
are received and the channel capacity as the maximum throughput rate. To find the rela-
tionshin between the channel thrnuhniut -and the chnnnl traffic eqlibihriim conAitions
are assumed (assumption (c) above). Equilibrium solutions are defined as those values of
S and G such that the channel throughput rate is equal to the channel input rate.

Based on the above assumptions, it can be shown [Abramson, 1973 a & b] that

3={e2G.S -Ge
20

Figure 4.2 illustrates this relationship between the channel traffic rate and the channel
throughput rate. By differentiating the above equation with respect to G, we can show
that the channel capacity is

Smax ± 0.184.
2e

Thus, under pure ALOHA, channel utilization is restricted to about 18%.

The analytic results presented above are based on the assumption of equilibrium
conditions. However, as pointed out by Lam (Lam, 19741 in his study of slotted ALOHA
(a variation of pure ALOHA), this assumption may not be valid. Because of stochastic
fluctuations in the channel input, channel saturation may occur; i.e., an increase in new
arrivals may decrease the channel throughput, which, in turn, produces an increase in the
unannel tnunc. Iapiuy, the cu annet is nueul -with conisions tifa rECLI1U1UIV L
and the channel throughput vanishes to zero. This instability problem is further explored
in Section 5.

Unlike slotted ALOHA whose performance has been studied extensively isee Lam
[Lam, 19741, for example), the performance analysis of pure ALOHA completed to date
is still quite limited. The analysis of the delay performance of this technique as well as
its time-dependent behavior have not been explored.*

4.3 Simulation

Simulation has produced excellent agreement, with the analysis for 8, the average
innrut. r"ta l-occ fhnu n 1 5 fRun-olI CVQ7l f1 nr Inrao-r vrnling of Q 1-ha qtrctpm hiaimoe
unstable.

4.4 Discussion

In contrast to more conventional multiplexing techniques, the pure ALOHA scheme
is attractive because of its inherent simplicity. Moreover, the cost of implementing this

*Recently, a report [Kobayashi, 1976] has become available which presents major new results for the per-
formance of pure ALOHA. Unfortunately, time considerations preclude the inclusion of these results here.

10



NRL REPORT 8035
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EL ~ ~ ~ ~ ~~CANE RFI

~-0 .

Fig. 4.2 -- hannel traffic vs channel throughput for a pure ALOHA channel

schemne is low relative to the implementation costs of alternative techniques. An ad-
ditional advantage of the ALOHA protocol is that, in contrast to synchronous time-
division and frequency-division multiplexing systems, an ALOHA station uses no part of
the channel. capacity when it is idle; when the station has traffic, however, its transmission
may utilize the entire bandwidth of the channel.

A discouraging aspect of the ALOHA technique is its low channel capacity; the
maximum channel' utilization is less than one-fifth. An even more serious problem in
some applications is the inherent instability of such a system. Unfortunately, there is no
mechanism in the pure ALOHA prot;ocol to determine when the system is operating near
saturation. Hence, it is not possible to take action to prevent the system from saturating,

One variant of the pure ALOHA scheme, called ALOHA with capture, has been pro-.
posed by Roberts [Roberts, 1.972]. A characteristic of radio receivers is that they can
receive several simultaneous transmissions and capture only one of them if the power of
that transmission is sufficiently stronger than the power of the others. This capture effect
can be used in a pure ALOHA system so that a packet collision need not prove fatal to
all of the packets involved. Thus, under a system with capture, one of the packets in-
volved in a collision may bre received correctly. The result is a higher theoretical channel
capacity for an ALOHA system with the capture feature than one without it. For further
detfails gee Rnhprfs~ [Rob~rers 19C791,

_ I _ '~ -- I .

11
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5.0 SLOTTED ALOHA RANDOM ACCESS

u.a £v~

For the slotted ALOHA technique, time is divided into "slots" such that the
duration of a slot is exactly equal to the transmission time of a single packet. If a station
has a packet to send, the start of packet transmission must be synchronized with the
beginning of a slot. Thus, the slotted scheme is dependent upon the existence of a global
clock. Figure 5.1 shows how the slotted ALOHA scheme works. Note that under this
technique, those packet collisions that occur overlap completely.

USER1' I 1
USERH I Z | F

USER3 1 1 a P I1

USER 4 1 i41

TJME---

* SUCCESSFUL PACKET TRANSMISSION

S TRANSMISSION CONFLICT

RANDOM RETRANSMISSION DELAY

li-. lQ1cSl44-,. AT TLOHA Rano. An

tess: an example [Lam, 1974, p. 11]

5.2 Analysis

Three different user models have been assumed for the analysis of the slotted
ALOHA technique: the infinite population model, the large user model, and the finite
population model. Each model, along with its analytic results, is described below.

5.2.1 Infinite Population Model: Equilibrium Solution

An initial result of Roberts' analysis fRoberts, 1972] of slotted ALOHA concerns
channel capacity. The analysis is based on the infinite population model described in
Section 4 and uses the same three assumptions about the channel input process and the
channel traffic process, i.e., Poissonness, independence, and stationarity. If S is the average
input rate and G is the average traffic rate, it has been shown [Roberts, 1972] that

S = Ge 0

with the maximum throughput on the channel equal to

Sma - I- 0368. (1

12
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Note that the theoretical capacity of slotted ALOHA, l/e, is twice that of pure
ALOHA, 1/2e (Figure 5.2). An intuitive explanation for this factor-of-two increase follows:
In pure ALOHA, a given packet will collide with another packet if there is a packet trans-
mission beginning within T seconds before or after the start time of the given packet,
where T is one packet transmission time. In slotted ALOHA, if two packets collide, they
will overlap completely. Hence, the vulnerable period for a packet in pure ALOHA is 27
and for slotted ALOHA is T.

ALOHA CHANNELS

.8 

.6

.2

0

0.01 0.1 I 10 100
CHANNEL TRAFFIC G

Fig. 5.2-Channel traffic vs channel throughput for pure ALOHA and slotted
ALOHA [Tobagi, 1974, p. 25T

The model used in Roberts' analysis fails to distinguish between new packets andd
previously collided packets. A more accurate model, suggested by Lam [Lam, 1,974]:. de-::i 
fines a small user as one with buffer space sufficient for storing up to orne packet. Th'O,.,
if the buffer is empty, the user generates a new packet with probability a; if the buffer
is not empty, the user is blocked until the buffer's contents have been successfully trans-
mitted. The analysis by Roberts also neglects an important system parameter, retrans-
mission delay, which is defined as the time from a packet's collision in the channel to its
subsequent retransmission. By extending the analysis to include retransmission delay and
bay distinguishing between new and previously collided packets, it is possible to gain in-
sight into the througput-delay tradeoffs associated with the slotted ALOHA technique.

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ .2

Assume that the retransmission delay is distributed randomly and uniformly overKlt 
slots. Then, define q, as the probability of a successful packet transmission, given tranls-
mission of a new packet, and qt as the probability of a successful packet transmission,

Fven the transmission of a previously collided packet. Lam has shown [LaH slo 74] that

AnLOH [Tobgi 19, K 2]

Th odlusdi Rbrt'anlss alst dsigus btee e pcetKn

13
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and

=e -GK eG £;eG1K ,, G-G]K-1 -s.
Qt = 1 -e 0G le +K je e

The relationship between the channel throughput and the channel traffic is given by

qt+* 1 -

Note that

lim S = GeG

end the tfhe limitinu th-rniohnt nn, t-h rhahnrol golun in (F, 1 1 rnrennncAs tn tho Prnep rif

infinite average delay.

The average delay D incurred by a packet is defined as the sum of the channel prop-
agation delay, the packet transmission time, and the average retransmission delays. Let R
represent the channel propagation time.* Then D can be expressed in slots as

D =R +1 +E (R +4+-i)
(2 )

where E is the average number of retransmissions per packet and (R + (K + 1)/2) repre-
sents the average retransmission delay.

Let q represent the probability that a packet is transmitted successfully. It has been
shown tLam, 19741 that

S qt
q =G =t+l

In Figure 5.3, q is plotted as a function of K, the number of retransmission slots, for
several different channel traffic rates. Note that if we fix the traffic rate G, then q
rapidly approaches its theoretical limit of e-G. Note further that for a fixed K, q increases
as G decreases.

While Figure 5.1 shows the channel throughput/channel traffic relationship for the
limiting case of slotted ALOHA (i.e., for K = -), Figure 5.4 illustrates this same relation-
ship for several finite values of K. Recall that under the assumption of equilibrium condi-
tions, the channel throughput rate is equal to the channel input rate. If we fix G, then
the throughput rate and K increase together, with the maximum throughput equal to

*For a satellite channel, R typically will have a duration of several slots, whereas for a ground radio channel,
I? will be restricted to a fraction of a slot. For the results given, the channel is assumed to be a satellite
channel, and R has been assigned a value of 12 slots.

14
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Fig. 5.3-Slotted ALOHA; probability of a successful transmission as a function ofK (Lam,
1974, p. 48]

GeC0 at K =. Note that the maximum throughput occurs at G = 1 for each K, and
channel capacity approaches e-l as K approaches infinity.

In Figure 5.5, the tradeoff between throughput and delay is shown. Throughput-
delay equilibrium contours are drawn for fixed values of K; the minimum envelope of
these contours shows the optimum channel performance for this technique. Note that
near the maximum throughput for a particular K, a small increase in throughput is ac-
companied by a very large increase in delay.

5.2.2 Infinite Population Model: Time-Dependent Analysis

In [Lam, 1974], an exact mathematical model of a time-dependent slotted ALOHA
channel is given. Using only the independence assumption for the input process, Lam. has
derived a complicated transform equation to characterize the time-dependent behavior of
the rhannel. Unfortunately, no simple solution to hat equation has een found.

To obtain an approximate solution, Lam makes the further assumption that the
channel traffic is independent within any K slots. He is then able to derive a difference
equation which provides an approximation of the dynamic behavior of the channel sub-
ject to time-varying inputs. Lam uses this approximation to study the effect of time-
varying inputs on channel stability, and concludes that the approximation results agree
very well with the general trend of the simulations done on the performance of slotted
ALOHA. That is, the assumption of equilibrium is valid for only a finite time period be-
yond which the channel saturates. Further details of the simulation resufltis erp nrPtnf
in Section 5.3.

15
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CHANNEL TRAFFIC (PACKIETS/SOT)

Fig. 5.4-Slotted ALOHA: channel traffic vs channel throughput for different
values of K [Lam, 1974, p. 50]

5.2.3 Large User Model: Analysis

A second model studied in connection with the slotted ALOHA technique is the
"large-user" model, in which there exist two different sources of traffic; one is called the
background source and the other is referred to as the large-user source. The background
source operates exactly like the infinite population model described earlier; in that model,
the user population is composed of a large number of small users, each of whom has
storage for only one packet. The second source of packets in the large-user model is a
sinlpe. large user who is assumed to have infinite storagae for nackeit as well as schedulinu
capability. Unlike the background source, the larger user does not attempt simultaneous
transmission of packets with itself. Instead, this user can queue packets and then schedule
their transmission according to some priority rule.

For a slotted ALOHA system with a fixed average input rate, one can compare the
maximum throughput achievable with the large population model with that possible with
the infinite population model. The channel capacity can be significantly greater for the
large user model, since the large user can queue simultaneous demands from its input
sources, and thus reduce the number of collisions in the channel

For the analysis of this model, let S1 and CT represent the average input rate and
the average traffic rate, respectively, for the background source, and let $2 and G2 ep
resent the corresponding parameters for the large user. Assume that the two channel
input processes-one for the collection of small users and one for the larger user-are

16
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100

0 .05 .10 AS .20 .25 .30
THROUGHPUT (PACKETS/SLOT) S

.35 11. .4

Fig. 5.5-Throughput-delay tradeoff for slotted ALOHA [Lam,
1974, p. 51]

independent, each with a stationary Poisson distribution. Make the same
the two traffic processes. Let S represent the channel input rate where

S = S, + S2

assumption. about. : A - ,...

and let G represent the channel traffic rate with

G = G1 + G2

The equilibrium solutions for this model [Lam, 1974], are similar to those obtained:.
for the infinite population model:

Si G
qat +1 -qln

and
q2t

S= 2q2t + 1 - q2n
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where qjn and qjt (i = 1, 2) represent the probability of success of a new packet or a pre-
viously collided packet, respectively.

The average packet delays for the two classes of users are given by

DIR +1+El{R+ K2 1 (small user)

n I A. V FZ X -I + -1 I asL P P A L±+1 /']e7C-~~2 I ~ ' '2 Lry I 2 J 9h 1 'L2flt) 2 - tL ws uac;I

where E1 and F2 are the average number of retransmissions per packet for the small
users and the large user, respectively; E. and Ft are the number of reschedules per packet
transmission at the large user conditioned on a new packet and a previously collided
packet, respectively; and (L + 1)/2 is the average rescheduling delay.

The limiting channel throughput rate is

S = (G - G0G2 )e 0 1.

From this equation, it can be further shown that, given either SI or $2' S is maximized if

G = 0G + G2 = 1.

Figure 5.6 provides a diagram of the three-dimensional surface for S as a fuluetion of
Go and G2 for the limiting case. In Figure 5.7, the maximum throughput contour at

+ 02 = 1 is shown. in additiorn, several thtoughput, contours for cons ta vaues of
GI are given. Figure 5.8 illustrates the throughput-delay performance at SI = 0.1, where
D, the average delay on the channel, is defined as (SIDI + S2D2 )IS. Note that if one is
willing to drive the input rate of the small users down to 0.1, the channel throughput
increases to a maximum of approximately S = 0.52. However, this gain in maximum
throughput is accompanied by increased delays, especially for small users.

Figure 5.9 shows the optimum throughput-delay performance contours for various
values of SI. With values of SI less than 0.1, significant gains in maximum throughput are

IA .Arn absolute o ptimu chnann.el pe =.1anee is oh+nineA ..rtnn tfa rhb annfl ni.
eled as a single-server queue, i.e., when SI = 0 and only the large user is generating traffic.
In this case, a channel throughput rate arbitrarily close to unity is achievable. Note that a
continuum of throughput-delay tradeoff performances exist between two extremes-the
single-server queuing model at one end and the infinite population model on the other.

5.2.4 Finite Population Model: Analysis

The "finite population" model is a third model for which the slotted ALOHA tech-
nique has been analyzed. Here, all users are large; hence, each user has the buffering and
scheduling capabilities associated with a large user,

18
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Fig. 5.7-Slotted ALOHA: :al-
lowable throughput rates for:
the large user model [LaMI:
1974, p. 63]
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Fig. 5.6-Slotted ALOHA; throughput sur-
face for the large user model [Lam, 1974,
p. 631

Fig. 5.8-Slotted ALOHA: throughput-delay tradeoff at SL - 0.1
for the large user model i Lam, 1974, p. 65]
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Suppose that the finite population consists of AM large users. Let i1%, S2'. ., .t
represent their channel input rates and let GOI G2, . . ., GM represent their channel
traffic rates. Then, the equilibrium values of Si and £i are given (Lam, 19741 by

M

5- =o. 171 (1-C.)
j=1, 1*1

It has been shown [Lam, 19741 thiat thle baoundary of thie M-dimensional region of allow-
able input rates is defined by

Li = 1.
i~ I

0-

lt
0

Lo

w.

LARGE USER MODEL

s Ao
c- =c

ABSOLUTE OPTIMUM PEi;FORMANCE

0 .2 .4 .6

THROUGHOUT IPACKET/SLOT)

.S 1.0

Fig. 5.9-Slotted ALOHA: optimum throughput-delay trade-
offs for the large user model ILam, 1974, p. 671

Consider the following special case of this model. Suppose there exist two groups of
users with M1 users in group 1 and A2 users in group 2. Suppose further that SI JA1 and
01/M1 represent the input rate and traffic rats for each user in group I and that S2/P 2

20

�i = 1,2, � -, M)
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and G2/M2 are the corresponding parameters for each user in group 2. The M equations
given above become

81 = G1 V )1
-1( 2)M2

/ G2)M2 -1 Gl \Ml
S2 G2V 2 ) :

and the boundary of allowable input rates is

G1 + G2 = 1.

Then, maximum throughput contours for various values of M1 and M2 can be computed.
Figure 5.10 gives several examples of these contours. Note that the special cases (oj)
and (o-, 1) correspond to the infinite population model and the larger user modellrespec-
tively.

1.0_

.9

.8 > M1 USERS IN GROUP 1
M2USERS IN GROUP 2

(M11M2)
.7

.6 (=2)

S2~~~~~~~~~~S (n~~~~~vo(~ ~ ~ ~

.4
lie

.3

.2 (2,1)

0 1

a 1 .2 .3 lIe.4 .5 .6 J.7. .o 1.0

Si

Fig. 5.10-Slotted ALOHA: Allowable throughput rates for the
finite population model [Lam, 1974, p. 72]
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5.3 Simulation

Simulation results for the slotted technique have been obtained for all three user
models [Lam, 1974]. In each case, the analytic and simulation results agree very well,
with one important exception. For all three models, simulation has shown that the equi-
libriumn assumption is valid for only a finite time period beyond which the channel goes
into saturation. Each simulation run behaves in the following manner. Starting from an
empty system, the system stays in equilibrium for a finite time period until stochastic
fluctuations give rise to an increased traffic rate. This produces an increase in packet col-
lisions which in turn causes a further increase in the traffic rate. As this vicious cycle
continues, the channel is filled with collisions and retransmissions, and the channel
throughput rapidly vanishes to zero. The length of time the system stays in equilibrium
depends upon both S and K. As one would expect, this time period increases with a
decrease in S or an increase in K. As an example, for the simulation run with S = 0.35
and K = 15, the channel stayed in equilibrium for only 3000 time slots and then rapidly
saturated.

In Figure 5.11, several simulation points which show the relationship between packet
delay, S, and K are given for the infinite population model. The simulation and analytic

4 MINIMUM POINT SIMULATION DATA

o Sc0 15.0.25
* S- 0,0.030
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1 2
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results agree very well; however, the highest S shown is only 0.3, since if S exceeds that
figure, the channel saturates very quickly.

Figure 5.12 shows the throughput-delay performance predicted by simulation for the
finite population model and populations of 2, 3, 5, and 10 users. Note that when the
user population is 10, the results are very close to those of the infinite population model,
and the large-user effect is minimal.

5.4 Discussion

As discussed above, using a slotted technique with the small users of the infinite
population oiiuuue'i peIIts a iiLaxiiiiuiri tIhLoughputraw i wuice that mLsulav e Wild).,:
ALOHA; recall that for a large population of small users the slotted technique' cant'iteo-:
retically support a channel utilization of up to 36%. In the large-user model, the man-
mum channel throughput can be increased even further.

However, the increase in channel capacity associated with slotted ALOHA is accom-n
panied by some sacrifice with respect to the simplicity of the technique. Unlike pure
ALOHA, the slotted scheme requires a global clock for synchronization of user packets
into slots. Providing this synchronization is not a trivial problem.

As with the pure ALOHA scheme, slotted ALOHA has a serious problem with insta-
bility. If channel utilization is close to its theoretical capacity, the channel saturates within
a short period of time. As with the pure ALOHA scheme, a user has no positive way 

50~~~~~~~~~~

. 2
C ~~~~~~~~~~~~~~~~~~I

4 30~~~~~~~~ 

10610_
LU C

20 0.1 0LU

C~~~~~C-
10-

0 SIMULATION DATA FOR FINITE
POPULATION MODEL

0 0.1 0.2 0.3 0.4

THROUGHOUT (PACKETS/SLOT)

Fig. 5.12-Slotted ALOHA: Throughput-delay tradeoffs for
the finite population model [Lam, 1974, p. 73]

23



HEITMEYER, KULLBACK AND SHORE

of recognizing when the channel is operating in a dangerous zone; hence, the users cannot
take action to control transmission in the channel and thereby prevent saturation.

A variant of pure ALOHA, called pure ALOHA with capture, was mentioned in
Section 4.4. A slotted ALOHA system with the capture feature has also been described
and analyzed. See [Roberts, 1972] for details,

6.0 SLOTTED ALOHA WITH DYNAMIC CHANNEL CONTROL

fi-1 D.rinn

Like other contention schemes, the slotted ALOHA technique (see Section 5) is
vulnerable to unstable behavior and channel saturation. In applications where a minimum
level of channel performance is required, such behavior is unacceptable. To deal with the
problem of instability under temporary overload conditions, the use of dynamic control
procedures has been proposed [Lam, 1974] (see also [Kleinrock and Lam, 1975a; Lam &
leinrock, 1975]). These procedures are designed to convert an unstable channel into a

stable one by requiring each user to take action to prevent channel saturation, The action
taken mry assume 2 unrietv nf fnrmrn

Three of the control procedures that have been suggested [Lam, 1974] require all
users to monitor the channel's behavior; i.e., each user must keep track of recent channel
transmissions (both successful and unsuccessful) as well as empty slots. When the number
of backlogged users (i.e., users with packets which have suffered one or more collisions)
exceeds a certain threshold value, each user is required to take action to reduce the rate
of transmission attempts. The Input Control Procedure (ICP) is one type of control pro-
cedure which has been proposed. IUP requires all users to reject new packet transmission
requests once the threshold value is exceeded. When the channel returns to a "safe" level.
users may again accept new packets for transmission. A second procedure is the Retrans-
mission Control Procedure (RCP), under which the number of retransmission slots K is
increased as soon as the number of backlogged packets becomes excessive. When the chan-
nel activity is reduced sufficiently, K is decreased to the value which it held prior to the
traffic surge. A third procedure, called the Input-Retransmission Control Procedure
(IRCP), calls for the application of both ICP and RCP.

Since it is impossible for all users to have perfect knowledge of the recent history of
the channel. Lam has proposed a heuristic procedure fLam, 19741 that allows each user
to estimate the number of backlogged packets based upon observations of channel
activity for W consecutive slots. Using this estimate, users may decide when to take the
action specified by a given control procedure. Algorithms which implement a control pro-
cedure using this estimate of the channel status are referred to as control-estimation or
CONTEST algorithms.

In addition to the procedures described above, a fourth control procedure called
heuristic RCP has been proposed [Lam, 1974]. Under heuristic RCP, a user with a back-
logged Dacket uses a retransmission interval K = K30, where m is the number of times
the given packet has been retransmitted and Km is a monotone nondecreasing function in
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m. Thus, under heuristic RCP, as channel traffic increases, the retransmission delays of
backlogged packets also increase, and the risk of channel saturation is reduced. Since it
rpquiires npither mnnitnrin0 of the channel historv nor estimation of the channel state,
this procedure is implemented more easily than the procedures described above.

6.2 Analysis

To evaluate the effect of dynamic control procedures on an unstable channel, Lam
has formulated the following model of slotted ALOHA [Lam, 1974] (see also [Kleinrock
and Lam, 1975b]). A similar model has been reported by Carleial and Hellman [Carleiali
& Hellman, 19751. In Lam's model, each of M users is in one of two states: thinking or
blocked. In the thinking state, a user generates a new packet in a given time slot with
probability a. A user in the blocked state is one who has a backlogged packet; this user
remains blocked until the backlogged packet is transmitted successfully.

Let Nt be a random variable that represents the number of backlogged users at time
t. Let St represent the channel input rate (i.e., the average rate at which new packets are
transmitted over the channel) at time t. Then St can be expressed as St = (M - Nt)u. If M
and a are assumed to be time-invariant, then Nt is a Markov chain with stationary tran-
sition probabilities. See [Lam, 1974] for the one-step state transition probabilities.

Consider (Nt, St) in the two-dimensional (n, S) plane. Since M and a are constant,
the points (Nt, St) must lie on the line St - (M - Nt)a, which is called the "channel load
line." For a fixed K, there exists in the (n, S) plane an "equilibrium contour," defined
as the locus of points such that the channel input rate is equal to the expected channel
throughput rate. Equilibrium contours for several values of K are shown in Figure.6.1.

Given the above Markovian model, it is possible to describe stable and unstable chan-
nels [Lam, 1974]. The channel load line and the equilibrium contour for a given channel
may intersect at one or more "equilibrium points." A slotted ALOHA channel is defined:
to be stable if the intersection of its channel load line and equilibrium contour consists
of exactly one (equilibrium) point. Otherwise, the channel is said to be unstable.

In Figure 6.2, a stable channel and an unstable channel are illustrated. The arrows
on the channel load lines indicate the directions of flow predicted by the approximation
derived in the time-dependent analysis of slotted ALOHA [Lam, 1974]. In the figure, the..,
arrows point toward a decreasing backlog when the throughput rate is greater than the
input rate, and an increasing backlog when the throughput rate is less than the input rate.
Several equilibrium points are shown; each point that serves as a sink for the drift of Nt
is referred to as a stable equilibrium point while a point that acts as a source is called an
unstable equilibrium point.

Shown in Figure 6.2(a) is the channel load line for a stable channel. The sole equilib-
rium point (no, SO) is stable and is called the channel operating point; Nt will tend to
drift toward that point. Note that if the number of users M is finite, it is always possible
to construct a stable channel by making the number of retransmission slots K sufficiently
large (Figure 6.1.).
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Fig. 6.1-Slotted ALOHA, equilibrium con-
tours on the (n, S) plane fLam, 1974, p.
103 

Figure 6.2(b) shows the channel load line for an unstable channel. In addition to the
desired operating point, there is an additional stable equilibrium point, the channel
saturation point, with a very large backlog and virtually zero throughput. A third point
at n = n0 is an unstable equilibrium point since the flow is away from it. An unstable
channel behaves as follows. Starting with an empty system, the channel performance
initially is in the neighborhood of the channel operating point (no, SO). After a finite

Mv

no

Si

No

no

SO 50

la) A STABLE CHANNEL V )AN UNSTALE CHANNEL

Fig. 0.2-A stable and an unstable slotted ALOHA channel
fLam, 1974, p. 108 ]

26



t; . .
NRL REPORT 8035

time period, the channel backlog Nt crosses the unstable equilibrium point at n = n.
Once this occurs, Nt moves toward the saturation point, where the backlog increases sig-
nificantly and the throughput vanishes. When Nt reaches the saturation point, the channel
has failed.

Given an unstable channel, there are various ways to convert it into a stable.channel;
one is to decrease M, the number of users, while another is to increase K, the; number bf
retransmission slots. However, each of these alternatives has serious disadvantages; while
the former restricts channel utilization significantly, the latter may increase packet delay
to an unacceptable level. A third solution is the use of dynamic control procedures:such
as those described above.

A brief rlsenrintion of how the TOP ROP nnan TIRCP would hp nnnlied fn the..
Markovian model of the channel presented above follows. These examples use,. a "control
limit" policy that works in this manner: Assume a number of states 0, 1, 2, . ., M and
two actions a1 and a2 . Let h represent the control limit. Then, if s is the current state,

for O < s < take a,

for + 1 < s • M, take a2 .

For these examnles the state is equivalent to Nt. the nuimhbr of hneklangud Uiers At time

In Figure 6.3(a), the application of the control limit policy is illustrated for ICP. If
1$ 6 f, then S' = (M - Nt)a; if Nt > h, then S' = 0. Figure 6.3(b) shows the application of
tUis policy for ROP. If Nt - ft, then K = K0 , and if N-t > ?i then n AC. ror ±nur, two con-
trol limits nt and n2 exist with ft1 < n2 . IRCP works as follows. For 0 < Nt • hl, all new
packet transmission requests are accepted and a retransmission interval K = Ko is used. For
ft< Nt < f 2 , all new packet transmission requests are accepted, but K = KC.' For
NC > f 2 , all new packet transmission requests are rejected and K is set equal to K.;.

Lam has formulated a second model that allows the cost of control procedures'such
as ICP and RCP to be determined [Lam, 1974]. He shows that an optimal control policy

n n

K K ~~~~~~~~~~~K

(a) (b)

A~~~~~~~~~

A A

non n
SO Sc

Fig. 6.3-Control limit policy examples [Lam 1974, p. 149];
(a) ICP and (b) RCP
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exists which maximizes the channel throughput and minimizes the average delay simul-
taneously. Lam also presents an efficient algorithm called POLITE that, given a channel
load line and a dynamic control procedure, finds the optimal control policy and com-
putes tiye OptnUnwn cshannel pemlnnnil-alu rieasures.

The throughput-delay performance of a slotted ALOHA channel operated under the
ICP and RCP control limit policies has been analyzed by Lam [Lam, 1974). This analysis
assumes a satellite channel with a propagation delay of 12 slots and that users have per-
£ect knowledge of the number of backlogged users. The operating value of K is 10 slots,
since this value gives a channel operating point close to the optimum. Each channel load
line used in the computations is specified by M, the number of users, and an operating
point (no, SO). The operating points used in Figures 6.4-6.8 are (4, 0.32) and (7, 0.36).

In Figures 6.4 and 6.5, the channel performance of the ICP and RCP control limit
policies for M = 200, SO = 0.32 and 0.36 is shown. For both ICP and RCP, a single con-
trol limit maximizes throughput and minimizes delay. Note the flatness of the curves,
especially for So = 0.32, near the optimum performance point. This flatness implies that
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Fig. 6.4-Slotted ALOHA: channel performance vs 1IP control limit for M =
200 [Lam, 1974, p. 188]
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Fig. 6.5-Slotted ALOHA: Channel performance vs RCP control limit for
M = 200 [Lam, 1974, p. 189)

some margin for error exists; i.e., if, as in practical systems, the users' knowledge of the
number of backlogged users is imperfect, it is still possible to achieve near optimum
throughput-delay performance.

In a practical system using RCP, the values of M and a will vary in time. Thus the
value nf Wc the ninmnhr nf retrenmissinn notc uleased when +he control 1imit sexcaadeA.
must handle a range of user input rates and/or population sizes. Figure 6.6 shows how
the value of KC affects delay performance. Note the disastrous effect on delay that occurs
when Ke is too small. Making Kc overly large, however, may cause a significant increase
in average packet delay. Figure 6.5 shows the degradation in channel performance that
takes place when K. = 200 as opposed to IC = 60.

In Figure 6.7(a), the optimal control limit for ICP and RCP is shown for different
values of M. Increasing the number of users M has minimal effect on the control limit for
ICP. Figunre 6.W7(h shows the effect of a chne inM orn paket elasy. HOP provides
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slightly better delay performance than 1CP, except when M becomes very large. Optimum
throughput-delay tradeoffs for fixed M are shown in Figures 6.8 and 6.9 for ICP and
RCP rpnertiiuPly

The optimum control limit for ICP is 22. For both ICP and RCP, the optimum
channel performance is very close to that of the infinite population model. In fact, the
optimum throughput-delay performance for the case M = 50 is asperior to that of the
infinite population model. This is because a user population of 50 gives rise to a stable
channel and hence performance at the operating point is achieved.

Since IRCP enforces control policies for both ICP and RCP, its performance should
ho o jrnnA as or ha-++r- +h - +h+ rrs-nn 1-r TOP -A IDri T.-_ f-An i... 4 ftle* Is-a

been analyzed, IRICP consistently gives the best performance. See Table 6.1 for a com-
parison of the performance of the three procedures.

6.3 Simulation

Lam [ Lam, 1974] has reported simulation results (a) for ICP and RTCP using optimal
control policies and assuming perfect channel state information, (b) for the CONTEST
a1nni.-flh, ng nn+;1 TOD n4 D OP -l-n -A f(n f_- k.a-t-. nr'ntr'-L-i L.i.. 1

5
.J.UI.. al t- S L(% .L pOsIcVal all£S L LJ I~dAi Lt,"i ItSl.
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Teaemntbtenthe 
simulation results and the analtcrslsdsrbdi

teforegoing section is good. See Figures 6.4 and 6.5 for a comparison of the analyticandsimlaton esuts or OP nd ICP. The 'simulation results show further that apia
tion Of either the CONTEST algorithms or heuristic TIC? does not lea to seriouS'de~terio_
ration in channel performance, Although both sets of control algorit~ iersut ls

to that Predicted by PO-LITE, the CONTEST algorithms tend to hrouc siglpjy bett oer
performance than heuristic flop. 

dt rdc lgfy~eteLam has shown through simulation f Lam, 1974] that an input rateo . akt

slot Sustained for 100 time slots is sufficient tostrttnucnrled 
lte o paLOHA/
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Fig. 638-Slotted ALOHA: 1CP optimum throughput-delay trade-
offs at fixed M [Lam, 1974, p. 196]

channel. Shown in Table 6.2 are the results of a simulation run in which heuristic RCP
was applied to a heavily overloaded channel. For 200 time slots (the time period 1G01-
1200 in the table), an input rate of one packet per slot was applied to the channel. The
algorithm was able to handle the serious traffic overload that resulted. Whereas, in an
uncontrolled channel, the throughput rate would vanish under such heavy traffic; under
this control procedure, a throughput rate of around 30% was maintained in spite of the
overload. Moreover, within 3000 time slots, channel operation had returned to nearly
normal. Simulation studies have shown similar behavior for IRCP.

6.4 Discussion

To be abb to guarantee an acceptable level of system performance in a random
access svstems some form of dynamic channel control is reqnirPd The above dicusloinn
shows that in addition to preventing channel saturation, the application of these policies
allows channel performance very close to the theoretical optimum. It should be empha-
sized, however, that these procedures are designed to handle temporary rather than long-
term increases in the channel input. Since, in practical systems, the channel input may
vary considerably over long time periods, the use of additional control mechanisms may
be necessary.
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Fig. 6.9-Slotted ALOHA: RCP optimum throughput-delay tradeoffs at
fixedM [Lam, 1974, p. 197]

Of concern in the choice of control schemes is the difficulty of implementation.
Heuristic RCP is clearly more easily implemented than the ICP and RCP policies, which
Ranire oi

4 a+;inn nf +1-hd ninnnol cifa+sy~sk wov~sswsvs He . h. ...- dva _ .

Recall that for the infinite population model, the theoretical maximum throughput::;:
rate which can be achieved on a slotted ALOHA channel is still only 36;%. It must be
emphasized that dynamic control procedures do not increase the throughput rate achiev-
able on the channel from its theoretical maximum. These procedures reduce significantly
the risk of channel saturation.

The slotted ALOHA scheme is not the only scheme with which dynamic control
procedures may be used. These nrocedures are enually effective with other contention
schemes such as pure ALOHA and Carrier Sense Multiple-Access which, like slotted
ALOHA, are vulnerable to unstable behavior.
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Table 6.1 Comparison of ICP, RCP, and IRCP [Lam, 1974, p. 201]

M= =200 M = 200 M = 400 M = 400
Parameter Scheme s = 0.32 So = 0.36 SO = 0.32 So = O036j Sh(Kc = 60) (KC = 60) (KC -150) (K, = 150)

_ _ 10? J 22 18 22 18

t FORCP 18 17 23 22

(01, f 2 ) IRCP (18, 56) (17, 43) (23,116) (23,91)

ICP 0.31778 O.34925 0.31807 0.34846

8 ot RCP 0.31817 0.35217 0.31844 0.34715

IRCP 0.Q31817 0.3r219 0.r1844AA nQAQA

lCP 29.857 49.552 33.096 69.237

D RCP 29.085 44.802 31.608 73.588

IRCP 29.085 44.772 31.608 69.215_.~~~ _...._ .. _ J..... 
7.0 CARRIER SENSE MULTIPLE ACCESS (CSMA)

7.1 Description

In ALOHA systems, the major factor limiting channel capacity is the collision of
packets from different users. By decreasing the probability of a packet collision, a higher
channel capacity may be obtained. When the propagation delay between any source-
destination pair is small, such as in ground radio situations, the Carrier-Sense Multiple-
Access (CSMA) technique can be used to help avoid collisions. This approach was
proposed and described by Tobagi and Kleinrock Tobagi, 1974; Kleinrock & Tobagi,
1975a, b]. In CSMA, a user attempts to avoid collisions by listening for the presence of
the carrier due to another user's transmission, and then takes action based on the sensed
state of the channel.

Three different protocols, 1-persistent, non-petsistent, and p-persistent CSMA have
been considered. They differ in the action that a user takes after sensing the channel. In
all cases. when a user discovers that a transmission has been unsuccessful, it reschedules
the transmission according to a delay selected from a retransmission delay distribution.
At this randomly selected time, the user reinstitutes the specific protocol being used.
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Table 6.2-Simulation Run for Heuristic RCP Subject to Channel Input Pulse*t
[Lam & Kleinrock, 1975, p. 903]

Time Period |Throughput Traffic | Average AverageTie o Rate j Rate Delay Backlog

1 - 200
201 - 400
401 - 600
601 - 800
801 - 1000

1001 - 1200
1201 - 1400
1401 - 1600
1601 - 1800
1801 - 2000
2001 - 2200
2201 - 2400
2401 - 2600
2601 - 2800
2801 - 3000
3001 - 3200
3201 - 3400
3401 - 3600
3601 - 3800
3801- 4000
4001 - 4200
4201 - 4400
4401 - 4600
4601 - 4800
4801 - 5000
5001 - 5200
5201 - 5400
5401 - 5600
5601 - 5800
5801 - 6000

I ___________________ , ._____________ , _______________ .L.

*Average values in 200 time slot periods.
tInput parameters:

Number of terminals M = 400, propagation delay R = 12
For the time period 1 - 1000, input rate Mo = 0.3232
For the time period 1001 - 1200, input rate Ma = 1.0
For the time period 1201 - 6000, input rate Ma = 0.3232
K 1 10 K, = 150 (m > 2)

0.285
0.320
0.255
0.290
0.325
0.230
0.285
0.310
0.375
0.280
0.360
0.355
0.385
0.320
0.280
0.295
0.265
0.350
0.310
0.275
0.330
0.325
0.370
0.260
0.375
0.350
0.285
0.315
0.290
0.305

35

0.395
0.390
0.425
0.475
0.570
2.395
1.695
1.500
1.415
1.110
1.240
0.925
0.655
0.565
0.420
0.495
0.680
0.750
0.465
0.520
0.480
0.615
0.525
0.705
0.720
0.635
0.475
0.510
0.425
0.490

19.8
16.3
22.8
26.1
28.5
34.1

141.3
273.1
288.6
224.6
257.3
193.9
122.8

68.0
39.3
31.6
45.0
37.0
65.2
33.6
34.6
29.5-
38.6
44.2
63.5
41.7
29.3
30.4
24.1
28.7

2.1
1.2
2.8
4.0
5.7

68.8
112.6

91.8: 
68$5
53.1
48.8
31.3
15.2
8.8
5.6
6.3

11.7
: 13.3

.8.2
7.7
5.2
7.5
7.6

15.9
11.1

9.0
6.6
4.9
4.1
4.7
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7.1.1 1-Persistent CSMA

This protocol is designed to achieve greater throughput by never letting the channel
go idle if there is a user terminal with a packet ready to transmit (a ready terminal). In
this technique:

* If the channel is sensed idle, the terminal transmits the packet.

* If the channel is sensed busy, the terminal continues sensing the channel until the
channel goes idle and then immediately transmits the packet.

A slotted version of this protocol can be considered in which time is slotted with slot
size T = propagation delay. All terminals are synchronized and transmissions are con-
strained to begin only at the beginning of a slot. If a terminal becomes ready during some
slot, it senses the channel at the beginning of the next slot and then operates under the

above protocol.

7.1.2 Non-Persistent CSMA

The previous protocol tends to minimize channel idle time. However, if two or more
terminals find the channel busy, they all wait until the channel is idle, transmit, and uf-
fer a collision with probability 1.0. Non-persistent CSMA limits this interference but may
introduce idle periods. In this protocol

* If the channel is sensed idle, the ready terminal transmits the packet.

* If the channel is sensed busy, the ready terminal schedules the transmission after a
random retransmission delay. At this new time, the terminal senses the channel and
repeats the protocol.

A slotted version of this protocol is also possible.

7.1.3 p-Persistent CSMA

The two previous protocols differ according to whether or not attempted transmis-
sions are rescheduled when the channel is sensed busy. The first protocol does not re-
schedule, with probability one; the second does not reschedule, with probability zero.
The former reduces idle time with an increase in the chance of collision; the latter
decreases the chance of collision but can increase the channel's idle time. The third proto-
col, p-persistent CSMA, has been proposed in order to take advantage of the good prop-
erties of each of the other protocols. This protocol uses a randomization parameter p,
where 0 < p < 1. Time is slotted, with the width of a slot being r, the maximum propa-
gation time. In this technique

* If the channel is sensed idle, then

(a) with probability p, the ready terminal transmits.
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(b) with probability 1-p, the ready terminal delays the transmission for one
slot. If at this new point in time the channel is sensed idle, the same .pro-
cess is repeated. If the channel is busy at this point, the terminal resched-
ules transmission in accordance with the retransmission delay distribution.

* If the channel is initially sensed busy, then the terminal waits until the channel is
sensed idle and at that point operates as above.

For p = 1, this protocol is the same as 1-persistent CSMA.

7.2 Analysis

The results presented here can be found in [Tobagi, 1974; Kleinrock and Tobagi,
1975a, b]. In the analysis, it is assumed that unsuccessful packet receipt by a station is
caused by a packet collision and not by noise on the channel. In addition, all terminals are
aclccumed to be within line-of-Singht range nf onne another. The situation ehara fnmirolc ate
hidden from the central station, necessitating repeaters and network considerations, has
not been considered. It is also assumed that a terminal may be receiving or transmitting,
but not both simultaneously; turnaround time, however, is considered to be negligible.

The traffic source is considered to consist of a very large number of users who col-
lectively form an independent Poisson source with a mean packet generation tate of X
packets/second. Each user delays retransmission of a previously collided packet by.some
random time whose mean X is assumed to be large compared to T, the packet transmis-
sion time (packets are assumed to be the same lenuth). Furthermore- it is assumsdtlIhat:'
the process defined by the start times of new packets as well as previously collided
packets is a stationary independent Poisson process. In addition, each user is assumed to
have at most one packet requiring transmission at any given time.

The analysis, as with pure and slotted ALOHA, considers the relationship between 8,
the average channel throughput, and G, the average channel traffic (new packets plus col-
lisions). Basic equations for S are derived in terms of G and a = 7/T, where r is the maxi-
mum source-destination propagation time and T is the packet transmission time. The
equations can be found in the references cited. The maximum throughput for an access:
mode is defined to be the capacity of the channel under the specified mode. Table 7.1
summarizes the channel capacity for the various protocols considered (a = 0.01 is used).!...
Pure and slotted ALOHA are included for comparison.

In Figure 7.1, S vs. G is plotted for all the above protocols.

While the capacity of a pure ALOHA or slotted ALOHA channel is independent of
the propagation delay, the CSMA channel capacity is dependent on a = I/T. In Figure
7.2. channel capacity for the various protocols is plotted as a function of a. For a: vsalue
of a close to 1.0, slotted and even pure ALOHA are superior to CSMA, because decisions
based on partially obsolete data are deleterious.

Figure 7.3 is a comparison of the various access modes in terms of the average nuin-
ber of transmissions required per packet, which is proportional to the average delay.
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Table 7.1-Channel Capacity for Various Protocols
IKleinrock and Tobagi, 1975b, p. 1433]

Protocol Capacity C

Pure ALOHA 0.184
Slotted ALOHA 0.368
1-Persistent CSMA 0.529
Slotted 1-Persistent CSMA 0.531
0.1-Persistent CSMA 0.791
Non-Persistent CSMA 0.815
0.03-Persistent CSMA 0.827
Slotted Non-Persistent CSMA 0.857
Perfect Scheduling 1.000

o I I- -
0.01 0.1 1 10

G (OFFERED CHANNEL TRAFFIC)

Fig. 7.1-Channel traffic vs channel throughput for the various
{Tobagi, 1974, p. 75]

ALOHA modes (a = 0.01)

Again, a is taken to be 0.01. Note that the CSMA modes provide a lower average num-
ber of transmissions per packet than the two ALOHA modes. Also, for each value of S,
there is an optimum value of p such that p-persistent is best. For small values of S, p = 1
is optimum (i.e., 1-persistent CSMA). As S increases, the optimal value for p decreases.

7.3 Simulation

The average delay D is a function of both the channel throughput S and the mean
retransmission delay X. For each value of S, a minimum delay can be achieved by
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choosing an optimal value of X. This optimization is difficult analytically; therefore,
simulation techniques were utilized. The simulation model used included the various as-
sumptions described previously, but the assumptions concerning retransmission delay and
the independence of arrivals for offered traffic were relaxed. In the simulations, only new
packets were generated from a Poisson distribution; collisions and randomized retransmis-
sions were handled without further assumptions. Figure 7.4 shows the throughput/delay
performance derived from the simulations; the results are presented for the optimal values
of X. Note that the optimal p-Persistent CSMA protocol provides the best performance.

1.4 Discussion

The CSMA protocols described do provide for improved channel utilization over that
achievable by the pure and slotted ALOHA random access schemes. However, as with
most contention schemes, the multi-access broadcast channels of the CSMA-ALOHA type
are characterized by the fact that throughput goes to zero for large value of channel
traffic; i.e., the channel saturates.

The analysis shows that these techniques are useful when the ratio of propagation
delay to packet transmission time is small. For realistic traffic models, this tends to limit
CSMA techniques to use with ground radio channels, The propagation delay over a satel-
lite channel (the satellite in geosynchronous orbit) is approximately r 0.25 s. To
achieve a small value of a = TIT leads to considering long packet transmission times and
long vulnerable periods for collision. Thus, this set of protocols is most likely to be appli-
cable in the ground radio environment for which it was originally proposed.

PURE SLOTTED
40 - h ALOHiA 1-PERStSTENT

SLOTTED I SLOTTED

ALOHA / O N -PERSISTENT

4S 1T ORPU1UTIU

Lu( 0
NJS

2

1 a (S THROUGHPUT)-S.1

Fig. 7.4-CSMA vs pure and slotted ALOHA:
throughput-delay tradeoffs from simulation
(a = 0.0 1) [Tohagi, 1274, p. 83 ]
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The analysis of CSMA depends upon the assumption that all terminals are in radio
line-of-sight of each other. Tobagi and Kleinrock have also examined the "hidden termi-
nal" case, where terminals are in range of a central station but are not necessarily;. in line-
of-sight of each other [Tobagi, 1974; Tobagi & Kleinrock, 19751. Their analysis shows
that the presence of hidden terminals in the CSMA scheme can significantly degrade the
achievable channel capacity.

As a solution to this problem, Tobagi and Kleinrock have proposed a protocol called
Busy Tone Multiple-Access (BTMA), which is based on the assumption that all terminals
are within line-of-sight of the central station, if not of each other. A small communi-
cations channel is designed as the "busy tone" channel. The central station transmits a
busy tone signal on the small channel when it senses the presence of the carrier on
another (large) channel used by all terminals to transmit packets. The terminals monitor
the busy tone channel and, based on the presence or absence of a signal on that channel,
operate as in CSMA. The performance of BTMA is very similar to that of the CSMA pro-
tocols. For details of the analysis, see Tobagi [Tobagi, 1974; Tobagi & Kleinrock, 1975].

8.0 ROBERTS' RESERVATION

8.1 Description

In order to accommodate data traffic composed of multi-packet as well asuin gin
packet messages, Roberts [Roberts, 1973] has proposed a technique in which' the chan-
nel is operated in slotted ALOHA mode part of the time, when stations make reservations,
and in dedicated mode for the rest of the time, when stations send messages composed
of one or more packets. As in slotted ALOHA, the channel is divided into time slots of
fixed-length T, where T is equal to the duration of a packet transmission. The channel is
operated in two states, the "reservation state" and the "ALOHA state." When the
channel is in the reservation state, a frame consisting of M + 1 slots is used. While the last
M slots of the frame are used for the transmission of message packets, the first slot in the
frame is subdivided into V "small slots." These small slots are accessed by all stations on
a contention basis, where the form of contention used is slotted ALOHA random access.
Each station uses these small slots to reserve the number of slots needed to transmit a
gFte rniessage anid to receive acknowledgments of correct message transmission. whenever
a reservation is made, all stations add the number of slots requested to a count of. the
number of slots currently reserved. In this way, each station always knows when the
first unreserved slot will occur so that, when it reserves slots for its own use, it knows
when to begin transmitting without having to keep track of every previous reservation.
Thus, for this protocol, there exists a single, distributed queue which contains requests
for use of the non-ALOHA (dedicated) slots. Each station can get its message packets
into the queue by broadcasting a reservation. Note that the queue length can exceed M, a
value that determines only the interval between the times at which stations can add
reonirotinn a to -tn quiue

Whenever the queue length becomes zero, the channel switches from reservation
state to ALOHA state. In the ALOHA state, every slot (instead of every (M + 1)st slot)
is subdivided into V small slots that are available for making reservations using slotted
ALOHA. When the next valid reservation is made, the channel reverts to the reservation
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state and operates as described in the previous paragraph. For an example of how
Roberts' reservation scheme works, see Figure 8.1.

R.2 Annlvsis

Roberts' analysis of this scheme is based on the following traffic model. Messages
are composed of either a single packet or eight packets, where a packet is of fixed length
Bach station generates messages with a Poisson arrival rate. A fraction F of these messages
is assumed to consist of a single packet, while the remaining messages are assumed to con-
tain eight packets each. For the analysis, a value F = 0.5 is used.

Roberts has compared the throughput-delay performance of this reservation scheme
4-n wasn 4S if -n-.,-+. VX.re. -i-i -nr n ne- r e.in.-r-i sc.-i..-n , aa easaIA. =tna WX4 CUV ULI~iVIVtVI D\LZIC.C1 VLIC L Cflv V aLjfljfL flU1I11J, li ZaVtuaV ttciLay C0%J,aaulECL!U

with an average size message is computed, and this delay is compared with the analogous
delays for slotted ALOHA and TDMA (note that the performance measure used is mes-
sage delay rather than packet delay). For channel utilizations below 0.15, the average
delay for slotted ALOHA is less than that of the reservation scheme; for channel
utilizations above 0.15, the reservation technique has less average delay than slotted
ALOHA. Moreover, Roberts concludes that for any channel utilization, the average mes-
sage delay of the reservation scheme is lower than that associated with TDMA. He has
also investigated the relation of cost to delay, the effect of station traffic on cost, and
the effect of the number of stations on cost for the reservation scheme, slotted ALtOA,
TDMA, FDM, and FDM with "store-and-forward star." In each case, the reservation
scheme is shown as least expensive. However, since the foregoing results are accompanied
by few details, the conclusions given are somewhat difficult to evaluate.

8.3 Simulation

None.

8.4 Discussion

WEin fhn lsere nnlllC n pnncicc af musns small etn+innc NrhInc maeccneare nr n B

dominately single-packet messages, both pure ALOHA and slotted ALOHA can provide
good performance. However, when the traffic contains a significant portion of multi-
packet messages, a reservation scheme such as Roberts' is more appropriate. As indicated

RESERVATION STATE -1 . ALOHA STATE

TRANSMiSSION

RESERVED PACOET

Fig. 8.1-Roberts' Reservation technique: channel structure
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above, for a channel utilization above 0.15, the delay performance of the reservation
scheme is superior to that of slotted ALOHA. Moreover, while the maximum channel
utilization for the slotted ALOHA scheme is only 36%, a much higher channel throughput
rate can be sustained by the reservation technique.

Regarding stability, the same phenomena that cause a pure or slotted ALOHA chan-
nel to be unstable also have this effect on a reservation ALOHA channel. In the case of
reservation ALOHA, however, it is a high message rate (rather than a high total channel

[_ra A_- L _- _ _:1 _____I_ _L_ _:a TT____ _:____ __ A T ONTT A _-__1I,1 trafin; rate)tht blwillW Cause Unstaule behavior. Here agai reservation ALOHA should be
advantageous, provided that the average message is long compared to its reservation time,
and that traffic fluctuations are reflected more as changes in message lengths than as
changes in the rate at which messages are generated.

9.0 SPLIT-CHANNEL RESERVATION MULTIPLE ACCESS (SRMA) - i

9.1 Description

The Split-Channel Reservation Multiple Access (SRMA) technique has been proposed
by F. A. Tobagi [Tobagi, 19741. Under SRMA, the channel is split into two smaller chan-
nels; one of these, the "control" channel, is used for the transmission of control informa-
tion, while the other, the "message" channel, is used for the transmission of the messages
themselves. The split into two channels may be achieved using either a time-division or
frequency-division scheme.

Two versions of SRMA have been suggested: the Request-Answer to Request-Message
technique (R.A.M.) and the Renuest-Mqsswae techninue (FMN} RBoth verions nRsume fthp
existence of a scheduling station which receives on the control channel "requests-to-
transmit" from other stations and then schedules messages for transmission on the
message channel.

9.1.1 Request-Answer to Request-Message (R.A.M.) Technique

Under the R.A.M. scheme, the control channel is further divided into two channels:
the "request" channel and the "answer-to-request" channel. A station with a message to
transmLt Uaccesse the request channel in a random access mode; pure ALOHA, slottea
ALOHA, and Cater-Sense Multiple-Access (CSMA) are three alternative ways of operate
ing the request channel. The request is made via a request packet which includes the..
identification of the requesting station and, in the case of variable-length or multi-packet
messages, the message length. Upon receiving a request packet, the scheduling station uses
the answer-to-request channel to transmit an "answer" packet, i.e., a packet which
contains the requesting station's ID along with the time at which that station can initiate
transmission of its message. At the assigned time, the requesting station sends its message
via the message channel.

Since the request channel is operated in a contention mode, the transmission of a
request packet may not be successful. To handle this situation, a requesting station, upon
transmission of a request to transmit, executes a time-out. If no answer packet is received
by the end of the time-out, it may be assumed that a collision occurred in the request '
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channel. In accordance with the ALOHA or CSMA protocol, the station, after a random-
ized retransmission interval, retransmits its request.

9.1.2 Request-Message (R.M.) Technique

Under the R.M. scheme, only two channels, the control channel and the message
channel, are required. The control channel is operated exactly like the request channel in
,.t.vI. lile Atiuuiiing btttioii upun receiviing tle iequvbt, queiauv It. VIiexn tat nitsven

channel is available, the scheduling station uses the message channel to transmit an
answer packet containing the requesting station's ID. Upon hearing its ID, the requesting
station initiates transmission of its message on the message channel.

9.2 Analysis

The throughput and delay performance of the R.A.M. version of SRMA has been
a-lyze.. I, . M - T.Ti He - nih nr-wonln4-nA npprowi-aw rly oV AR ,,hinh 4i
cates that its performance is very similar to that of R.A.M. To determine the perfonnance
of R.A.M., the delay D incurred by a message is broken into two components (Figure 9.1):

(a) D1 , the time needed for the receipt of the request packet by the scheduling
station, and

(b) D2' the time between the receipt of the request packet and the end of message
transmission.

Since the request channel is operated in random access mode, (i.e., pure ALOHA, slotted
ALOHA, or CSMA), D1 can be computed using the results of previous analysis. See Sec-
tions 4 and 7 and [Tobagi, 19741 for these results.

, 3frt F I - ,3O 1 4n=,REQ1JEST

F fl1 CHANNEL

ANSWER

PACKET ANSWER

V _ _ 1 CHANNEL

t-QUEUEING--4 PACKET MESSAGE
DELAY _ i CHANNEL

Fi 9 i i l -r ion 

Fig. 9.1-Split-channel reservation M~ultiple Access ITobagi, 1974, p. 2151
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To estimate D2 , it is assumed that the arrival of successful requests to the sched-
uling station is Poisson. Then, the message channel can be modeled as a single-server
queueing system, in which the arrival process is the Poisson output of the request channel,
shifted in time by the transmission time of the answer packet plus propagation delays.
Note from Figure 9.1, the answer packet incurs no queueing delays. This is because the
scheduling station is the only transmitter on this channel and because it is possible to
assign the answer channel enough bandwidth so that an answer packet experiences no
queueing delay. In [Tobagi, 19741, D2 is computed for messages of fixed length and for
exponentially distributed message length.

In Figure 9.2, the maximum channel throughput of SRMA and other selected channel
management schemes is plotted relative to i7, the ratio of the length of a request p.acket to:
the length of a message packet. In this figure, as well as in Figure 9.3, a grouindrdio'
channel is assumed; moreover, a represents the ratio of propagation delay to average mes-
sage transmission time, while the expression TWlbm represents the number of messages
per time slot, where the length of a time slot is equivalent to the propagation delay. Note
that for very small values of tq, the theoretical channel capacity of SRMA is close to
unity. Operating the request channel in Carrier-Sense (CS) mode rather than in ALOHA
mode for t > 0.01 results in a significant improvement in channel capacity. In comparing
the capacity of SRMA to the capacity of the random access modes, SRMA is superior
only for relatively small values of X7.

In Figure 9.3, the minimum delay for ALOHA-SRMA and Slotted Carrier-Sense 
SRMA is shown as a function of S, the input rate, for several values of r?. Note again the
superior preformance that results when the CS mode rather than the ALOHA. modejis
used to access the request channel; CS does especially well for large values of t?. Also
shown in Figure 9.3 is the delay performance for CSMA and BTMA. Here, a value of S

SLOTTED NON-PERSISTENT CARRIER SENSE SRMA8 | '

T,,< V'bg, = MG I 

.8 _ SLOTTED / \ \\v /bml - 0.05 

. NON-PERSISTENTa- .t X Bo 

CSMA a =0,05he XW

u ~~~~~~SLOTTED ALOHA SRMA / \ \ \

F ~~~~~~PURE ALOHA SRMA \ .\

S ,4 ~SLOTTED ALOHA\ \ 

0.

~~~~~~~Lii

0.001 0.002 0.005 0.01 0.02 0.05 0.1 0.2 0.5 1

Fig. 9.2-SRMA: Channel capacity vs t7 [Tobagi, 1974, p. 228]
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Fig. 9.3-Minimum packet delay in SRMA
jTobagi, 1974, p. 2311

exists below which CSMA or Busy Tone Mu
SRMA, and above which the reverse is true.

iltiple-Access (BTMA) performs better than

The performance of SRMA has also been compared to that of polling techniques.
Under a polling protocol, a master station asks the user stations one by one whether they
have any messages to transmit. If a user station has information, it responds to the poll
by sending all of the messages in its buffer. If a station has no information, it transmits a
negative reply or no reply. For populations of more than 100 user stations, the delay per-
formance of SRMA is shown in [Tobagi, 1974] to be superior to that of polling.

The delay D1 was computed using simulation results. Moreover, simulation studies
were performed to verify the assumption that the arrival of successful requests to the
scheduling station is Poisson tTobagi, 1974].

9.4 Discussion

One advantage of the SRMA scheme is that in, contrast to some of the other packet
techniques such as pure ALOHA and slotted ALOHA, SRMA can readily accommodate
variable length or multi-packet messages in addition to fixed-length packets. Moreover, as
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long as the ratio 71 of control information bits to message information bits is low, the
maximum throughput achievable under SRMA is very high. However, as the number of
user stations increases, so does t7, since the amount of addressing information directly im-
pacts the length of a request packet.

A serious limitation of SRMA for some applications lies in the instability of the re-
quest channel. Since it is operated in a random access mode, the request channel is vul-
nerable to saturation. Thus, for applications in which a minimum level of throughput must
be guaranteed, SRMA may be unsuitable.

Both SRMA schemes were initially designed to operate over ground radio rather
than a satellite channel. While the propagation delays associated with SRMA are minimal
for a ground radio channel, these delays are substantial for a satellite channel. Recall that
under QIMA tonnhing a neacca requirae +hrae canrrntn frnnerniQdinnaR Fnr a satellite

*t.,YSI t., Oet.d.tfla 11Aeu4a -* - '--L-k - - --.- - -.

operated under the SRMA protocol, this results in a propagation delay of approximately:
0.75 s per message.

10.0 RESERVATION-ALOHA

10.1 Description

Reservation-ALOHA (or R-ALOHA) [Crowther, 19731 may be described as a TDMA
system in which contention is used to initialize ownership of each time slot. Unlike fixed
TDMA, however, R-ALOHA prohibits a station with no traffic from using channel
capacity; a time slot "owned" by a station that no longer has traffic is automatically re-
1AnQMar nnr, mnrIa n fllfilmha i-c ni-lir a+D innc n,41-h +raffi,-le~~ceAM adraeavilable to other stations -ith --ffc.

Under R-ALOHA, channel time is slotted and, as in other slotted schemes, a station
must synchronize the start of a packet transmission with the beginning of a slot. Moreover,
a frame structure is used. A requirement of the protocol is that each station receives. not
only its own, but all packet transmission over the channel.

The procotol works as follows. A station with a packet to transmit uses knowledge
of channel activity in the previous frame to determine whether it may transmit in a par-
ticular slot in the current frame. Each of the M slots in the current frame is classified as
"owned" or "empty". The Ith slot is owned by a given station if, during the previous
frame, that station successfully transmitted a packet in the Ith slot. The Ith slot is classi-
fied as empty if, during the previous frame, either no packets were transmitted in that
slot or two or more packets collided in that slot. A station may always transmit in a slot
that it owns hut is prohibited from trans-mitting in a slot owned by another station.
Empty slots, however, are available to all stations on a contention basis. To prevent
excessive collisions in the empty slots, a station may transmit in a given time slot with
probability p, where p is less than one. Such a policy serves to control the transmission
rate of new packets in the empty slots; moreover, it provides randomization of the:re-
transmission delay for a previously collided packet.

If the communications channel is assumed to be a satellite channel, with the number
of slots in a frame defined as the number of slots in one satellite round-trip delay, then
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a user station takes action in the current time slot based on the transmission in the pre-
vious time slot which it has just received. See Figure 10.1 for an example of how
R-ALOHA operates with a satellite channel.

10.2 Analysis

None.

10.3 Simulation

Preliminary simulation results for channel performance under R-ALOHA have been
reported by Rettberg [Rettberg, 1973]. For the simulations, Rettberg assumes a 50
kilobit/second satellite channel and a Poisson input source which produces, with equal
probability, two classes of traffic: single-packet and eight-packet messages.

For the simulations, the 1-ALOHA protocol was specified in somewhat more detail
than the above description and slightly modified. For example, in the simulations, the
probability p that a station transmits in an empty slot is allowed to vary with the chan-
nel traffic; in light traffic, p is large, while p is reduced under heavy traffic. Note that
this is a form of dynamic channel control. See [Rettberg, 19731 for details of additional
modifications.

In Figure 10.2, the throughput-delay tradeoffs for single-packet messages are shown
for a varying number of stations. Figure 10.3 displays the tradeoffs for eight-packet mes-
sages (the average delay shown in Figure 10.3 is for each packet of an eight-packet mes-
sage; it is not the average delay for the total message). Note that in each figure, an
increase in channel throughput is achieved at the expense of increased packet delay; in
addition, the channel capacity of R-ALOHA approaches unity.
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10.4 Discussion

A major advantage of R-ALOHA is that it easily accommodates the entry of newly
active stations to the communications system. Unlike a similar scheme, Binder's Round
Robin (see Section 11), no slot is permanently assigned to a particular station; the',owner-
ship of slots changes along with the composition of the user population.

Although R-ALOHA was designed to operate with a satellite channel, the protocol
could also be implemented with a ground radio channel. In the latter case, each user
station would be required to store one frame's worth of the most recent channel activity,
while in the case of the satellite channel, the only information necessary is the contents
of the most recently received time slot.
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Fig. 10.2-Reservation-ALOHA: throughput-delay
tradeoffs for single packet messages [Rettberg,
1973]
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Fig. lO.S-Reservation-ALOHA: throughput-delay
tradeoffs for eight-packet messages fRetttberg, 19 73 1

Since R-ALOHA uses contention to determine ownership of the time slots in a
frame, the technique is vulnerable to unstable behavior.

11.0 ROUND ROBIN RESERVATION

11.1 Description

The round robin (RR) reservation technique, proposed and analyzed by Binder
MRinder. 19751, is based on the use of a fixed TDMA strutue coupled wit a dvnaie
assignmnent system.
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For this technique, channel time is divided into slots of fixed-length T seconds,
where T includes the packet transmission time plus a synchronization and guard time.
The slots are embedded in a frame structure, where each frame contains a fixed number
of slots. Let TRMAX represent the satellite round-trip propagation delay in seconds, and
let N represent the number of user stations sharing the channel. Then TF, the frame time,
is fixed and must satisfy the condition

'F O lVidLaIVIr, 'RMAX '

Thus, a frame is large enough to include one slot for each user. Moreover, since TF1 is at.
least as large as TRMAX + T, a slot will always be completely received by all users before
it is time to transmit into that slot in the following frame.

Let K represent the number of slots in a frame (K > N). Then, the fixed TDMA
component of this protocol consists of assigning slot 1 to user 1, slot 2 to user 2, .
slot N to user N. Fixed assignments are not made for slots N + 1, N + 2, . K. , K. This
leads to the first rule of the protocol:

R1: A user may send in its fixed assignment slot at any time.

At any given time, a user station is either active (it has traffic to send) or inacgve
(it has no traffic to send). Those slots in a frame which belong to inactive users. as.,wIell
as the unowned slots in each frame form a pool of slots which are available for dynamic
assignment to each currently active user. These are available in addition to an active user's
owned slot in the frame. However, an active user must always use its "owned" slot in a
frame before it can acquire the dynamically controlled slots.

The problem of making short-term allocations of the dynamically controlled slots
with the long satellite propagation delay ({ 0.25 s) is solved by the use of a distributed:
queue similar to that proposed by Roberts in his reservation scheme [Roberts, 1973]
(see Section 8). The distributed queue is managed as follows. Once every frame, each
active station sends reservation information which reflects the state of its local queue of
packets. This information is sent as part of the overhead of the data packet in the active
user's owned slot. All users (both active and inactive) receive and store the information in

('L...... l ofl..... T..rebus_ Irlwse__:v ____ r _nm*x .. L .J ..a 'queue ± atne ij knil WmInI cunuails one entry for each user in the system;
there is a zero entry in the CQT for each currently inactive user. A pointer is kept by alla
users and is used to keep track of the active user who received the last dynamically
assignable slot. At each new dynamic assignment, this pointer is moved. In this way, the
dynamically assignable slots are allocated one at a time among the active users, and no
active user receives a second dynamically assignable slot until each other active userthas
received one.

When a previously inactive station wishes to send a packet, it uses Ri and transmits:
in it Awn slon+ dolihoern-at1e gnnnrana o nnnflict. flnex ron+n, 4 /rip ?ater, +hn con.vlt~ .. A'.*.1h1J 

5
~~.LA-1L (A LAL±1tV %S-tI LUUII LuljJlaeL tALC IJhISUt.b1

detected by all of the other users. To allow the newly active user to use its slot, the fol-
lowing rule is needed:

R2: A user may send in a dynamically assignable slot unless a conflict was received
during that slot's last occurrence.
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This guarantees channel access after one frame time to a previously inactive user, even
though another user may be currently using his slot.

11.2 Analysis

None.

11.3 Simulation

The performance of this technique under varying traffic conditions was investigated
by means of a simulation program [Binder, 1974]. Two classes of traffic were generated
for each user: short messages consislutig Of single packets Ulm long messages witU eight
packets per message. Poisson arrivals were assumed, with a different mean for each mes-
sage class. Moreover, at each station, a priority queueing system was used; i.e., packets
were always sent from a short message queue first and from a long message queue only
after the short message queue was empty. When a packet transmission sustained a con-
flict, the packet involved was placed at the head of its queue.

For the simulations, a frame size of 12 slots was chosen; moreover, since the popu-
lation size was 12 users, all of the slots were owned. Thus, dynamically assignable slots
wete aV41I-lU1~ o1113y W1en neliO VI illul nIudes WV;Zet I1i11.tVt:. I [ LesULM Us o biirlWUIU4iJunl
are shown in Figures 11.1-11.5 [Binder, 1974].

Figures 11.1 and 11.2 illustrate the throughput-delay performance of the ER tech-
nique for short message packets and long message packets, respectively. Packet delay,
which is expressed in terms of satellite round trips (RT's), includes all queuing, transmis-
sion, and propagation times. The throughput rate shown in the figures is based on an in-
put source containing both short and long messages. For comparison with RH, the
performance of three other reservation schemes-TDMA, Reservation-ALOHA (Section
-1 as __ n3 _L_ 0% a_ -I IA_-- _ ___ MT-AS _U__ o _ _1_u. dT-sAki-U), ilI, JXUetLS .t:btIIYi±LIUU bUJJVJIXt \O`rtI1Is Oa- it dM RIUVWLI. iLtt LJVi± ACIAIC fl

based on the use of a fixed assignment of one slot per user; it was obtained by inhibiting
the dynamic assignment of the RR algorithm.

As shown in Figure 11.1, the RR scheme gives good delay performance for packets
associated with short messages as the throughput rate increases above 0.4. The worst delay
occurs for throughput of around 0.8 when the greatest number of conflicts occur due to
intermittent activity at the user stations. As the throughput rate increases above 0.8, the
long message queue at each station is rarely empty, no conflicts occur, and hence, packet

…LL..a._ . P&~_ 2 r ~T f Aff.Utlay approae-fite tMilt0 otieu 1.UIVIkA

Packet delay associated with long messages is shown in Figure 11.2. Again, the RR
scheme performs very well when the throughput rate is high. However, the results for
Roberts' Reservation scheme are not directly comparable, since they are based on average
message delay, not packet delay. The Reservation-ALOHA scheme does better than RR
under light loading conditions, i.e., when the throughput rate is less than 0.4.

Figure 11.3 shows the sensitivity to varying traffic mixes of average packet delay for
Uoth Itessage tlasitis. lIe Immix is given by k.-_ I )9 Vhetit L OLU Ut. bilUil liN LYL Va)

long message arrivals. For example, (8:1) is an equal packet mix, (0:1) is long messages
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only, and (1:0) is short messages only. The total traffic is assumed to be equally dis-
tributed among all users. Long message packet delay for RR is relatively insensitive to
variations in the traffic mix. However, the packet delay associated with short messages
approaches +ht+ of fioxA TrTh A nC t1he nrnnnrtinn rf shnr+. magaccieo innraneas Tn nnrtrin-

... mnaV 'a -lfLA. - -. j.ll V& - --V -. ~-. ''- -. r
ular, when the traffic consists of only short messages, the performance of RU is very
similar to that of TDMA, indicating that gains due to reservations are being balanced out.
by conflicts in owned slots. On the other hand, when the traffic is composed of only
long messages, RR performs better than TDMA, with much shorter delays for a given
throughput.

The effect of an uneven traffic mix among users has also been considered, and the
results are shown in Figures 11.4 and 11.5. In these figures, one user is considered a large
iepr, while the nothers nre emnll users. The innipt raten f Pneah nf fhi smnll users in the
same, and each generates only short messages. The input from the large user consists only
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I

AQ/- ~ I
I,

TRAFFIC MlIX=1:1
12 NODES. 12 SLOTS
POISSON ARRIVALS,
ALL NODES TH1E SAME

_ . I I

I .2 .4 .6 .8
TOTAL CHANNEL THRUPUT

Fig. 11.2-Packet delay vs throughput for long
messages [Binder, 1974, p. 15]

of long messages, and the rate at which this user generates input is varied. Let SI rep-
resent the total input rate for the small users.

Figure 11.4 illustrates the throughput-delay performance of RR for various values of
S1 . The throughput rate and packet delay shown are for the large-user messages only. For
comparison, the performance for a single user under fixed TDMA is also shown; assuming
that the total number of users is N, a single user is assigned a fixed portion of the chan-
nel bandwidth, one-Nth, regardless of the input rates of the other users. At the other
extreme is the curve labeled Si = 0, which shows the RR performance when there is no
input from the small users; in this case, the total channel is available to the large user, and
thus the packet delay is the sum of the average waiting time for a single-server queue plus
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12 NODES, 12 SLOTS
POibSSON ARRiVALS
ALL NODES THE SAME
- RR
--- TDMA

3.-

2-

1.5 -I

I1-

0 .2 .4 .6 8
TOTAL CHANNEL THRUPUT

Fig. 11.3-Round Robin and TDMA: sensitivity to
traffic mix [Binder, 1974, p. 17 ]

a constant reservation delay of about one round trip. As the total input from theZ small
users increases, less capacity is available for the large user, and the throughput-delay- per-::
formance of RR approaches that of fixed TDMA.

Another result of interest is the effect of the large user traffic on the packet delay
for small users. Figure 11.5 shows the packet delay for small users as a function of the
large-user throughput. Note that for each value of SI, the packet delay for small users
increases as the throughput rate of the large user increases. However, the total increase
in packet delay is only about the one round trin renniredA to gain arrssee to tehp Usrr's
owned slot.
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S1 -TOTAL SMALL NODE THRUPUT 01I NODES)

TRAFfRC MIX:
SMALL NODES-SHORT MESSAGES ONLY
BIG NODE-LONG MESSAGES ONLY

1 T E I

.02 ,03 .05 .1
BIG NODE THRUPUT

I I I I
.2 .3 .5 1.0

Fig, 11,4-Round Robin: larger user throughput-delay tradeoffs for different
values of S, [Binder, 1974, p. 231

11.4 Discussion

The RR technique represents a compromise between fixed channel management
schemes such as TDMA and pure contention systems like random access ALOHA. The RR
approach retains the channel stability of TDMA while permitting improved channel utili-
zation under light load conditions or under nonuniform user inputs.

To make use of the reservation concept, all users must have identical copies of the
c'n'r A user m.rtn nnrns a chonnrl slot but hoas nof ...onitored +1.. n nhnne ti nn 'yr...s

not only achieve slot and frame synchronization but also must obtain a copy of the CQT.
One means of handling this problem [Binder, 1975] is to designate a master station and
require that station to send a copy of its CQT at the beginning of every frame, just be-
fore the data slots. Using this data, a user may resynchronize with the other channel
users. However, there must be a preestablished protocol which allows a backup master
station to take over if there is a failure of the current master station.

Errors in received reservation information may also force a user to resynebronize.
A'_ '.e'A +tll .O +- -e0 'J .> L-lO +SLk. - - 4-L L 0S EIA A I JS I SIC tL L 'A Sc, S1 1 )] .

sending three separate parity-checked copies of the reservation information may be used.
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S, =TOTAL SMALL NODE THRUPUT (11 NODES)

TRAFFIC MIX:
SMALL NODES-SHORT MESSAGES ONLY
BIG NODE-LONG MESSAGES ONLY

S.J 6 ;

.62 .6s .05 .1 S I I .2 .3 .5 1.0

BIG NODE THRUPUT

Fig. 11.5-Round Robin: small user packet delay for one large user [Binder,
1974, p. 24]

This results in additional overhead for the reservations, but may be insignificant given a
high bandwidth channel and/or a limited number of users.

The analysis described above was based on the assumption that there is sufficient
channel bandwidth so that the limiting factor on frame time is the round trip propagation
delay. For large numbers of nodes (e 100), this implies a wide bandwidth channel, Re-
ducing the packet size for narrow bandwidth channels increases total packet overhead per
frame and thus decreases channel utilization.

The round robin protocol described above is based on the assumption of an un-.
changing user population. For military applications in which the composition of the iuser
population in a given area may be quite dynamic, this protocol provides no explicit means:d 1 -A ;# " Ais- i erm 1- -A -4. -AkA_.tA4.. AAA JL. A. ..3 ifl A : I __n A ld4..y&LL 0.SVI Jv IAC.OiiF/ LIU ICUiCUL LIiW lr C 111 W1UX UUbtL JJUPUNALULU i1iXeU iniVsjn noW-
ever, also has this problem).
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12.0 CONFLICT-FREE MULTIPLE ACCESS (CFMA)

12.1 Description

This protocol, proposed by Hiwa Hwa, 1975; Hwa, 19761, isa dynamic assignment
system used in combination with a fixed TDMA structure, and is thus similar to the
round robin reservation scheme described in Section 10. However, unlike the round robin
schiemne, with Cr IA. there are no conflicts generated in the channel tif we assume an error-
less channel). The absence of the conflict is accomplished by separating the reservation
information from the data packets.

For this protocol, channel time is divided into fixed-size frames, where each frame
contains a reservation vector (R-vector), an acknowledgment vector (A-vector), and an
information vector (I-vector). Figure 12.1 shows the frame structure, the structure of each
of the vectors, and the format of a data packet. In the figure, n represents the number of
users in the system, and m > n is the number of data packets which can be sent in each

me. There is one element in ite k-vector for each user in the system, and each eiement
is dedicated to a particular user. The A-vector contains as many elements as the I-vector
and carries acknowledgment information as to previous transmissions. The I-vector con-
tains at least one element for each user in the system and is used for data packet trans-
mission.

R|A I

(a) A FRAME STRUCTURE

LR, 2-- - R 1R2

ibI R-VECTOR WITH n COMPONENTS

A1 A2 … Am..:H Am2

i0 A-VECTOR WITH nm COMPONENTS

I1t~ I…- |r- _ 1m_ _

id) I-VECTOR WITH m COMPONENTS

ID OF iPACKET A
tECEiVER 'NMBER; DAT
I-HEADER -I TEXT

(e) DATA PACKET

Fig. 12.1-Conflict-Free Multiple Access: frame
structure and its components [Rwa, 1976, P- 41.
(Copyright 1976, Computer Science Department,
University of Sydney, Australia, used by permis-
sion of the author.)
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The elements in the I-vector in each frame are allocated to users on the basis of (a)
the reservation information in the R-vector for that frame and (b) a fixed priority struc-
ture for each element of the I-vector (I1, 12, .In The priority structure for element
hI is

U., Ui-l, ... U1, U2, * i 2 ., ui+2 Is1

i.e., user U. has the highest priority for element I4, user Ui_1 has the second highest
priority, etc.

The allocation algorithm works in the following manner. In frame Ft, each user
sAnd, iAL IUD Its -vc.ieutz VIeilirii, Uhe LIUIUImb Lf Udati pa1LJIULh I s WitillUb send In Mle next
frame, Ft+1. Any user with packets to transmit automatically uses the element(s) in;
jt+1, for which it has the highest priority relative to the other users with traffic. Note.:
that each user is always guaranteed at least one I-vector element.

As an example, consider a four-user system, where the I-vector has four elements.
If the R-vector for frame Ft is

(1, 2, 0, 2)

then the It+l -vector elements in frame Ft+l are allocated to the users as follows:

(U1 , U2, U2 , U4 )-

U1 uses its highest priority I-vector element, II; U2 uses its highest priority I-vector element,
I2, and U2 also uses I1. 13 is available to U2 , because this user has the second highest pn-
ority for I3, and the user with the highest priority for that I-vector element, U3 , has no
traffic to send. Finally, U4 uses its highest priority element, 14.

Each user maintains information as to which I-vector elements it used in a given
frame. This information, in conjunction with the acknowledgment information in the
A-vector, is used to determine successful receipt of a data packet. Note that in CFMA,
an unsuccessful packet transmission is due to noise on the channel or receiver problems,
not to conflicts or collisions with other data packets in the I-vector.

12.2 Analysis

None.
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12.3 Simulation

A simulation model was used to investigate the performance of this protocol and the
results are reported by Ewa fHwa, 19761. The performance measures used are not com-
patible with those previously described and thus are not summarized here. However, the
channel was shown to be highly stable and to provide channel utilization superior to fixed
TDMA under light load conditions. When each user has a heavy traffic load, performance
is somewhat worse than fixed TDMA due to the overhead of regervation information Tin-
fortunately, a comparison of the performance of this technique to that of the round
robin reservation scheme (Section 11) is not available.

12.4 Discussion

As indicated above, CFMA is similar to the round robin (RR) protocol. (See Section
11 for details.) In the RR protocol, an inactive user whose owned slot is in use regains
control of that slot by generating a conflict. Since, in CFMA, an inactive user may
btecomfie active at any 't-ime by transmivurtg a nonzero value in ius -n-vectwr element, te
need to generate a conflict disappears. The separation of reservation and data information
in the conflict-free scheme eliminates a problem associated with RR, that of providing
a user with a copy of the current Channel Queue Table (CQT), since the status of the
channel and the allocation of data for frame Ft+1 is fully contained in the R-vector for
Tt .

One possible disadvantage of CFMA is that the fixed priority structure can result
m one user having a blocking effect on another.. For example, consider a four-user system
Si iar to the one deseriueu above. Suppose tmat the n-vector for I' is t1, ZU, u). I hen,
the allocation for I-vector in Ft'l is (Up, U2, U2 , U4 ). Suppose that at Ft"l the R-vector
is (1, 2, 0, 3). Then, the allocation for Ftf 2 is also (Ut, U2, U2, U4). In each frame,
there is one empty I-vector element that belongs to an inactive user, 13. Even though
both U2 and U4 have excess traffic, U2 always receives the empty vector element. The
behavior of round robin in the example is different; that protocol would provide an allo-
cation first to U2, then to U4, etc., and is thus fairly insensitive to the distribution of
traffic among the users. In the conflict-free system, overall performance may be improved
by adjusting priorities as a function of the expected traffic in neighboring slots.

13.0 SUMMARY AND CONCLUSIONS

We reviewed a variety of packet switching techniques designed to allocate
dynamically a broadcast channel among multiple users. Under time-varying loads, each of
these techniques does in fact make more efficient use of the channel than do fixed allo-
cation schemes such as TDMA or FDMA. The packet techniques exploit the broadcast
nature of the communications channel; they are applicable both to ground radio channels
and to satellite channels, with the exception of CSMA, which is primarily suited to a
ground radio channel.

At this stage of our study, it is possible to state several general conclusions about
the techniques reviewed in this report:

(a) The ALOHA random access techniques, i.e., classical ALOHA, slotted ALOHA,
and CSMA, have characteristics which could prove advantageous for Naval applications.
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The relative insensitivity of these techniques to additions or losses in the user population
is one advantage, while another is the degree of flexibility that the ALOHA schemes
provide with respect to changing user communications requirements. Unfortunately, the
ALOHA schemes have a serious shortcoming for military applications: they are danger-
ously vulnerable to unstable behavior and channel saturation. A sudden surge in the input
load or stochastic variations in the channel traffic can cause the throughput of an ALOHA
channel to deteriorate to zero with virtually no chance for recovery. This is unacceptable
in rnnci tn~il;fwrtr nnnlications ixrharo in. a nricic citu, tionn the lonc -nt fthe nr.vnwnnna+4nir.t
system tends to increase and, at the same time, a minimum level of communications
capability must be guaranteed. Also, the ALOHA schemes have been designed to handle
traffic composed primarily of single-packet messages. Thus, these schemes have only :
limited relevance to many Navy applications, where message length tends to be variable.
Note that, whereas the ALOHA schemes by themselves may be unacceptable for most
military applications, these schemes may prove attractive as part of other multiplexing
techniques; e.g., an ALOHA scheme might be used to transmit reservation requests, as in
Roberts' reservation or in SRMA.

(b) Although dynamic control procedures were described in the context of the:;
slotted ALOHA technique, these procedures may be used with other ALOHA schemes
(pure ALOHA, CSMA) to reduce the risk of channel saturation. These proceduefs were
however, designed to handle short-term fluctuations in the traffic; long-term inereases in
the input load will require additional control measures.

(c) All of the techniques, except SRMA, have been designed to operate with a dis-
tributed control mechanism. Thus, the systems are not vulnerable to the loss of a master
control station, a clear advantage for military applications.

(d) In many of the traffic models used for the analysis of broadcast packet switch-
ing, it is assumed that stations do not generate new traffic whenever a packet from that
station is blocked (stations cannot queue locally generated traffic). This assumption is
unlikely to be valid for Naval applications.

(e) The reservation techniques described in the report were designed tohandlei
LAL uLAL-lj paacI. Lll0bs;e. If, Gb weU buspctL, a1 bsilfl1U1l&t fructiulJoi 01 INaAVy talILC coi 01

multi-packet messages rather than single-packet messages, the reservation schemes: rather
than the ALOHA schemes would appear to be most relevant to the Naval application.
Moreover, two of the reservation schemes, the Round Robin scheme and Conflict-Free
ALOHA, are stable and thus guarantee a minimum level of communications capability
under heavy traffic conditions. Hence, these two schemes as well as the other reservation
schemes are the most promising candidates.

In general, the performance analyses of the various broadcast packet switching tech-
niques assumed interactive computer communications applications. Both the user and the
traffic characteristics of the analytic models reflect these applications, which differ sub-
stantially from likely Naval applications. Hence, it is necessary to estimate the perform-
ance of broadcast packet-switching techniques (or an appropriate subset of these
techniques) with analytic models and performance constraints that more accurately re-
fleet Naval applications. An example of a more appropriate traffic model assumption is
the ability of all Naval users to queue locally generated traffic; a more appropriate per-
formance constraint is that delay requirements for certain Naval systems are not nearly
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as stringent as those for interactive computer systems. Broadcast packet switching tech-
niques must also be evaluated with respect to such Naval requirements as encryption and
privacy, countermeasures, survivability, etc. The suitability of these techniques for use in
Naval applications will be the subject of a subsequent report.
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